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ABSTRACT 

The field of game-based learning is expected to grow to more than $125,000,000 in 2006. 

However, Dr. Jan Cannon-Bowers (2006), eminent researcher in the field of the science 

of learning, recently challenged the efficacy of game-based learning: “We are charging 

head-long into game-based learning without knowing if it works or not. We need 

studies.” The problem addressed by this study was the lack of research into the 

effectiveness of game-based learning. The problem affects academia, parents, 

organizations involved in training, and of course, students. The purpose was to explore 

the relationship between the use of video games and learning. Research questions 

revolved around the effects of video game use on overall class scores, gender-based 

scores, ethnic-based scores, and age-based scores. 

A causal-comparative study was conducted at ABC University to examine the 

difference in academic achievement between students who did and did not use video 

games in learning. A video game was added to half the classes teaching 3rd year 

management students. Identical testing situations were used while data collected included 

game use, test scores, gender, ethnicity, and age. ANOVA, chi-squared, and t tests were 

used to test game use effectiveness. 

Students in classes using the game scored significantly higher means than classes 

that did not. There were no significant differences between genders, yet both genders 

scored significantly higher with game play. There were no significant differences 

between ethnicities, yet all ethnic groups scored significantly higher with game play. 

Students 40 years and under scored significantly higher with game play, while students 

41 and older did not. 



  

Such significant increases in student learning could lead to positive social change 

as games and simulations become standard teaching tools. If further studies continue to 

prove the efficacy of game-based learning, America’s educational system faces a 

revolution in learning. 
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CHAPTER 1:  
INTRODUCTION TO THE STUDY 

 
Background of the Problem 

The public and private sectors are faced with challenges in expanding technology-

based solutions that can make their personnel more efficient, effective, knowledgeable, 

and flexible.  Of growing interest in some sectors, such as the Department of Defense, is 

the potential of using commercial off-the-shelf (COTS) game-based learning for 

increasing learning and performance. Over the past 25 years, games have evolved from 

black-and-white blips made by hobbyists into a complex multi-billion dollar industry. 

Over the past 5 years, interactive digital entertainment — computer and video games, 

have made significant strides in developing immersive worlds, interactive stories, 

massively multiplayer on-line communities, while tackling a broader range of themes and 

human experience. The military recruits and entry-level civilians of today not only 

understand technology in every day use, they expect it.  These young workers are digital 

natives who were raised in a digital environment surrounded by inexpensive, yet highly 

interactive gaming systems. Today’s college generation grew up with video games from 

infancy. They can process more information not only faster but in a different way than 

most experienced academicians can.  

Some educators see games as a useful and perhaps even necessary learning 

environment suitable for learners of all ages. However, there are obstacles to this 

blending. One issue concerns the translation of fun elements in games to settings of 

institutional learning where intellectual content is king. Adolescent students often 

complain that they cannot see the relationship between school participants and real life. 
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Adult learners view the manipulation of teaching strategies for entertainment value as 

transparent and reject hybrid experiences as patronizing. Critics of educational game 

design say that products have erred too far in the direction of weightiness and away from 

the attraction of play. Indeed, “designers have been tempted to hold children’s play at 

arm’s length, by referring to games for education as ‘serious’ games and thus completely 

different from the idle pastimes of the young” (Corbeil, p. 163). 

To get the most from our new best and brightest, new research into game-based 

learning must be done. This study may help answer some of the questions now 

surrounding game-based learning and determine the relationship between the use of video 

games and learning as measured on standardized tests. It provides answers to both 

skeptics and supports. 

 

Statement of the Problem  

Because of the pervasive presence of technology while they were growing up, 

today’s college-level students learn differently than the way most college instructors 

learned while they were growing up without technology (Prensky, 2001, pp. 35-46). Yet, 

there is not enough research to determine the relationship between video games and 

learning.  

During the recent Training 2006 Conference and Expo, David Milliken, founder 

of Blueline Solutions, spoke about the growing game-based learning industry: 

Right now the industry is small, but growing quickly. There’s about $100 million 
in the corporate sector and at $25 million in the defense sector that I know about. 
This is more than twice what it was last year. I believe the game-based learning 
industry will grow at the rate of Moore’s Law for the next several years (2006). 
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However, Cannon-Bowers (2006), eminent researcher in the field of the science 

of learning, challenged the efficacy of game-based learning during a panel discussion 

with Milliken:  

Simulations. We have plenty of empirical studies about simulations over the last 
25 years. We know simulations work. We know simulation improve performance. 
We know simulations improve learning. Yet, I challenge anyone to show me a 
literature review of empirical studies about game-based learning. There are none. 
We are charging head-long into game-based learning without knowing if it works 
or not. We need studies. 
 
In 2006, $125,000,000 is being spent on game-based learning without knowing if 

it works or not. The problem addressed by this research, then, is to determine the 

relationship between the use of video games and learning. 

 

Purpose of the Study  

The purpose of this study was to determine the relationship between the use of 

video games and learning.    Determining relationships, cause, or reason, for preexisting 

differences in groups of individuals (Wallen & Fraenkel, 2001, pp. 330-348) is the 

strengths of the casual-comparative study. The basic causal comparative approach starts 

with an effect (test scores) and seeks possible causes (game play). 

 

Theoretical Framework 

This study used a wide body of recent literature that supports the superiority of a 

constructivist-learning paradigm, alternatively called experiential learning (DeKanter, 

2005; Gee, 2004). “People learn best when they are entertained, when they can use 

creativity to work toward complex goals, when lesson plans incorporate both thinking 

and emotion, and when the consequences of actions can be observed” (Carlson, 2003, p. 
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A32). These needs are inherent in constructivist learning. While many video games 

support this type of learning, traditional lecture-based classroom activities do not support 

constructivist learning or in the computer-based teaching (CBT) supplements that 

typically accompany courses and texts (Black, 2001). A typical CBT product is a 

compact disk (CD) accompanying a textbook and provides some type of multimedia 

presentation of the text, followed by skill-and-drill, multiple-choice questions to assess 

whether students have mastered the text content (Black). As such, this type of interactive 

supplement encourages passive memorization of content, rather than learning from an 

active constructivist approach (“Gaming Draws Interest,” 2005, p. 1).  

In contrast, video games require players to be part of the learning environment. 

Their decisions typically affect the course of the game (Prensky, 2000). For example, in a 

virtual management situation the student has the opportunity to try different responses to 

a potential question. The student may decide first to hire additional staff, but if that does 

not produce the desired result, on another play attempt may decide to implement a 

technological solution instead. This enables the student to experience a situation from 

multiple perspectives (LoPiccolo, 2005). It further provides feedback to the student, 

increases real-life, problem-solving skills, and causes the student actually to be part of the 

learning environment, rather than a passive recipient of someone else’s experience 

(Prensky, 2000). 

Gee (2004) reported in his study of video games as a learning tool that this type of 

learning allows students to be situated within the learning environment and an active 

contributor to it. As active learners, they embark on a process of discovery through their 

video game play, allowing students to develop their own understanding and concept of 
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both content and environment (Gee, 2004). Students are also more likely to remember 

their experiences and be able to connect them to future situations and are more likely 

both to engage and invest in the learning goals and outcomes presented by the game 

(Barab, Barnett, & Squire, 2002; Gee, 2004). Doyle and Brown (2000) emphasized the 

enjoyment students have from playing video games increases their willingness both to 

invest in a game-based learning process and to remain motivated and engaged, even when 

challenged or facing difficult tasks. Furthermore, from a management perspective, games 

offer one of the few opportunities for students to develop skills and experience in certain 

areas, such as developing real soft skills outside the actual work environment (Walters & 

Coalter, 1997).  

As in the real world, constructivist learning such as players experience in a video 

game provides one of the few truly three-dimensional (3-D) learning constructs available 

to the classroom teacher (DeKanter, 2005). Game-based learning anchors all the related 

learning components in a larger task or problem, just as managers would experience in 

real-world situations (DeKanter, 2005). It provides authentic tasks and environment, both 

challenges and supports the learner’s critical thinking processes, and encourages trying 

out alternative views or methods without substantial risk to the player (DeKanter, 2005). 

In constructivism, knowledge and learning become “personally constructed by the learner 

and cannot be delivered in exact form from one mind to another” (Kirkley & Kirkley, 

2005, p. 44). The learner not only must negotiate knowledge and meaning with others in 

the gaming environment, but often must construct entirely new concepts and personal 

models of how the world works (Kirkley & Kirkley, 2005). As such, according to Gary 

(2003, p. 3): 
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Gaming doesn’t just build workplace skills. It also appears to foster attitudes 
toward work that hiring managers want to see…the more frequent the 
respondent’s game-playing activity, the stronger his attachment to the 
organization he worked for, the more likely he was to care about his relationships 
with his coworkers, and the greater his flexibility and motivation to work hard. 

 

Evaluation and Selection of the Game  

The Principles of Management course (MGMT 303) examines the fundamental 

management theories and the evolution of management thought and action within the last 

century. An understanding of traditional management practices and the changing 

requirements of management in a dynamic, global marketplace is balanced. Students 

learn how to develop and utilize effective problem solving, team building, leadership, and 

communications skills to meet the unpredictable nature of the business enterprise of 

tomorrow. 

Choosing a commercially available off-the-shelf game not originally designed to 

teach principles of management, as a teaching supplement, was a simple, yet time-

consuming process. The instructor must play the game to see how well, or not, the game 

covers the terminal course objectives. Inserting the terminal course objectives from the 

MGMT 303 learning objectives into the game-based learning taxonomy described in 

detail later in chapter 2 yields the game type most appropriate to choose for a learning 

environment.  

Virtual U is very specific to the higher education field, although the skills and 

participants covered (hiring, budget allocation, and similar) are certainly applicable in 

almost any management situation (Virtual U Program, 2003). The game creates a college 

campus where students are in charge of the management of the university and by doing 

so increase understanding of management practices (Virtual U Program, 2003). As the 
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college president, a player confronts a variety of complex issues covering all components 

of a higher education institution (Virtual U Program, 2003). The player must address 

major areas such as operating budgets, hiring faculty, and endowment management as 

well as lesser areas such as campus parking and availability of athletic scholarships 

(Virtual U Program, 2003). The game even includes variables for student and faculty 

moral considerations and prestige of the institution (Virtual U Program, 2003). 

Table 1 provides a summary evaluation of Virtual U. Table 1 uses the stoplight 

scoring system widely used in both government and private sector organizations 

(Results.com, 2006). The scorecard employs a simple grading system common today in 

well-run businesses.    

 

 

 

 

 

 

 

 

 

 

 

 



8 

 

Table 1. 

Virtual U Evaluation to Teach MGMT 303 

Terminal Course Objectives Evaluation 

1. Given a description of a specific business enterprise, write a management job 
description that incorporates the basic activities that comprise the 
management process and the job of a manager. 

2 
2. Given a case describing an external environmental situation, write a report 

analyzing the internal and external environment of the business, including the 
organization’s culture and the challenges of operating in an international, 
multinational, and global environment. 

4 
3. Given a specific ethical situation, analyze the situation and prepare 

recommendations for a course of action that will promote ethical behavior. 
4 

4. Given an example of a strategic business plan, evaluate the plan and provide 
recommendations to improve the plan and include more effective planning and 
decision-making. 

4 
5. Given an example of a proposed organizational structure, identify the 

functional elements of the organization, create an organizational design and 
provide recommendations on organizational change. 

4 
6. Given a specific staffing requirement, design a recruiting and development 

system that will attract, select, develop, and maintain human resources. 
2 

7. Given a case or scenario involving a performance intervention, the student will 
prepare recommendations, which demonstrate an understanding of the 
individual-organization relationship and the elements affecting individual 
behavior, including personality, attitudes, and perceptions. 

2 
8. Given a leadership scenario, recommend a course of action that incorporates 

the concepts of motivation and leadership to influence behavior. 
4 

9. Given a situation that calls for improving interpersonal relations within an 
organization, create a plan of action that addresses the communication 
process, as well as the issues and methods of managing the interpersonal 
relationships of individuals, work groups, and teams. 

0 
10. Given a situation that requires the need to regulate organizational activities, 

students will create a management plan that includes the basic elements of 
control in organizations and that specifies how to manage information, 
operations, quality and productivity. 

4 

4 for success 2 for mixed results 0 for unsatisfactory 

 

Nature of the Study 

The research was a causal-comparative exploratory study using archival data from 

a nationally known university in Arlington, VA. It examined the effectiveness of the 
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addition of a commercially available off-the-shelf game not originally designed to teach 

principles of management to an upper level undergraduate management principles course. 

The primary and fundamental problem this study addressed was to determine the 

relationship between the use of video games and learning. Yet, there is not enough 

research to determine the relationship between video games and learning. Such research 

could include insights into the relationships between video games and mean test scores, 

gender difference in mean scores, ethnicity differences in mean scores and age 

differences in mean scores.  

 

Research Questions 

Research Question 1: What was the difference in academic achievement between 

students who used video games in learning and those who did not?  

Research Question 2: What was the difference in academic achievement between 

male and female students who used video games in learning and those who did not?  

Research Question 3: What was the difference in academic achievement between 

ethnic groups of students who used video games in learning and those who did not?  

Research Question 4: What was the difference in academic achievement between 

age groups of students who used video games in learning and those who did not?  

 

Significance of the Study  

The scholarly research of game-based learning is still in its infancy. 

Consequently, there were three compelling reasons to conduct this study. First, it 

provides quantitative data on the relationship between commercially available video 
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games and learning in a college course. Opposition to changes in academic curricula is 

often cost related; some opposition comes from limited availability or similar 

considerations. Using Virtual U in this study provides and argument to eliminate these 

oppositions. Additionally, this study documents relationships from both genders and a 

variety of racial backgrounds and age groups whether they can benefit from the addition 

of such games to management curriculum. Also, they can benefit midway through their 

college work, not just as a capstone-type enhancement. 

 

Importance to Learning 

The knowledge students gained from lectures, reading, and other classroom 

learning afforded them greater understanding of the game’s deeper meanings, while the 

game playing reinforced and provided real-world application for information from the 

regular classroom (Doyle & Brown, 2000, p. 331). “The use of a business game in a 

business policy course gives students the opportunity to implement strategic concepts 

with some degree of realism” (Walters & Coalter, 1997, p. 172). Most games are used 

later in students’ business training, often as a capstone course, and this research seeks to 

examine the benefit of both games as supplements in general and their effectiveness in 

early business education (Black, 2001, p. 6). Prensky (2000, pp. 66-67) puts it simply, if 

not dramatically: 

But the truth, as we all know — and most of us admit — is that our learning and 
training system is broken. Seriously broken. The evidence comes from reading 
and math scores, boredom, dropout rates, and lack of skills in the workforce.  It 
comes from the fact that standardized tests are “dumbed down,” 

 
that colleges and 

businesses must do remediation of basic skills, and that over 45 percent of 
American adults scored at levels 1 or 2 in the 1992 National Adult Literacy 
Survey, which means they “lack a sufficient foundation of basic skills to function 
successfully in our society.”   
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Social Change 

According to Mayo (2005), the U.S. ranks 80th out of 92 countries in the fraction 

of its college students who obtain bachelors degrees in the natural sciences and 

engineering. The U.S. also ranks 80th out of 92 countries in the fraction of its college 

students who obtain bachelors degrees in engineering. International (TIMSS) test scores 

show U.S. 4th graders to be 12th in the world in math and 6th in the world in science. 

U.S. 8th graders are 14th in the world in math; 9th in the world in science while 12th 

graders are 24th in the world in math; 22nd in the world in science. America educates 

many more people than other nations, but only a small fraction of those choose to major 

in science and engineering. If simulation games are effective learning tools for college 

students, particularly when used to augment traditional instruction, students will learn 

more effectively. Such games may assist students in applying, practicing, and ultimately 

developing greater understanding. Obviously, such a dramatic increase in student 

understanding of learning materials could lead to the recommendation that simulation and 

games be included as supplementation learning and teaching tools in most areas 

curriculum. Publishers and educators could consider the creation of such simulations as a 

needed component of textbook and curriculum development, with more publishers 

providing game simulations as accompaniments to college course texts. If game-based 

learning should prove to increase learning, America’s education decline might not only 

be stopped, but also reversed. 

 



12 

 

Assumptions, Limitations, Scope and Delimitations 

 
Assumptions of the Study 

The researcher brought several assumptions related to both theories of change and 

theories of learning to this study, which should be noted: 

1. All test questions came from the same test bank that accompanied the 

common textbook to minimize unwanted variation. 

2. Identical testing situations and test materials were provided to all students, 

with a similar time limit, position of testing in the semester, and directions provided to all 

students to minimize unwanted variation. 

3. An approximately normal distribution in scores was anticipated and equal 

standard deviations assumed. 

4. The classes with game play were not given any additional class time in which 

to play the game; they were given the same amount of class time as the non-game classes 

to minimize the idea some students were given additional instruction. 

 
Limitations of the Study 

First, the findings presented in this study may not be generalized to all settings for 

teaching this particular management course.  Additionally, the sample findings may not 

be transferable to the overall population from which the sample was taken.  Since 

management classes vary from university to university, the findings may not be 

transferable to other universities.  
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Second, some student groupings did not support a large enough sub-sample to 

analyze. 

Third, there were seven different instructors who taught the course.  Each 

instructor brought their own style, good points, and foibles to the mix of students. There 

was the potential for large variations in student performance that had nothing to do with 

the use of the video game because of the variations in the instructors. 

Despite its several key advantages, causal-comparative research does have some 

serious limitations that should also be kept in mind (Gay, Mills, & Airasian, 2006, pp. 

217-232):  

1. Since the independent variable has already occurred, the same kinds of 

controls cannot be exercised as in an experimental study 

2. Lack of randomization, manipulation, and control are also weaknesses 

3. Lack of researcher control 

4. An apparent cause and effect relationship may not be what it seems 

5. Causes and effects may be reversed 

6. An external third factor may actually be responsible for both the hypothesized 

case and the hypothesized effect 

7. The results are, at best, tentative in most cases 

8. Requires repeated measures to yield definitive results. 

 
Scope of the Study  

The scope of this study was limited to A causal-comparative study using archival 

student data from ABC University enrolled in a specific, 3rd year, junior-level 
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management principles course in Arlington, VA. The study described two sets of data:  

test results from students taught with the video game and test results from students taught 

without the video game. Tests were made using a bank of standardized test questions 

provided with the course text, Management (8th ed.) (Griffin, 2004). All students used 

this text for the management principles course and it serves as the guiding text for 

professors. The ABC University Academic Department provided archival test data 

including the following while keeping the student identity confidential: (a) class number, 

(b) test score, (c) gender, (d) ethnicity, and (e) age. These data were used both in data 

analysis of test scores and in making demographic generalizations between the sample 

population, the local campus population, and ABC University students on other 

campuses. Such data was kept in the ABC University Oracle Student System database 

and accessible to faculty and staff via the University’s Wide Area Network (WAN). 

However, the sample included a diverse group of students who provided a rich data set 

for analysis. Additionally, a variety of different professors taught students this course.  

 

Delimitations of the Study 

1. The period of this study was 2005. 

2. The study took test scores from both day-time semester length (15 week) 

students and nigh-time accelerated (8 week) classes. 

3. The examination of archival test scores came from the three ABC University 

locations within the Washington, D.C. metropolitan area. 

4. Gameplay was planned to be approximately 2 hours every other class period.  
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Game or Simulation 

The difference between a game and a simulation is not an easy distinction. As 

Aldridge (2006) recently told the audience at the Training 2006 Conference and Expo, “If 

your company doesn’t like the word ‘game,’ use ‘simulation.’ If they think a ‘simulation’ 

is something boring, use ‘game.’” There are several different definitions, stated 

differences, stated similarities, and variations of definitions in today’s literature. The 

definitions offered by the Defense Modeling & Simulation office glossary of terms offers 

some guidance (DMSO, 1998): 

1. Game: A physical or mental competition in which the participants, called 

players, seek to achieve some objective within a given set of rules.  

2. Model: A physical, mathematical, or otherwise logical representation of a 

system, entity, phenomenon, or process. 

3. Simulation: A method for implementing a model over time.  

 
Therefore, for the purposes of this study, the following definitions will apply: 

Game: An electronic-based competition in which the players seek to achieve 

some objective(s) within a given set of rules. 

Simulation: A physical, mathematical, or otherwise logical representation of a 

real-world system, entity, phenomenon, or process over time. 

 

Definition of Terms 

Attention-relevance-confidence-satisfaction (ARCS) model – consists of four 

conceptual categories related to human motivation as well as a set of specific strategies 

(Keller, 1987). 
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Electronic learning (E-learning) – learning using an electronic delivery medium, 

may be synchronous or asynchronous. 

Game generation – People under the age of 50, and typically much younger, who 

grew up with games, television, and interactive technology. (Prensky, 2000). 

Game-based learning – is an approach using games designed for learning, usually 

for younger learners raised on interactive technology. 

Gaming simulation – similar to game-based learning, except simulations target 

skill attainment. 

Virtual U – the video game used in this study that creates a college campus where 

students are in charge of the management of the university and by doing so increase 

understanding of management practices (Virtual U Program, 2005).  

 

Summary 

The research was A causal-comparative exploratory study using archival data to 

examine the effect of the introduction of a commercially available off-the-shelf game not 

originally designed to teach principles of management. The game, Virtual U, was not 

designed for to teach the knowledge and learning of management principles for 3rd year, 

junior-level students at ABC University in Arlington, VA. This game introduced a 

supplement to traditional classroom instruction and textbooks. Data from tests of 

standardizes questions drawn from the course text were measures of student learning 

Management (Griffin, 2004). Based on a growing body of research that supports video 

game enhancements to college business curricula, four areas of comparison were 

undertaken. Specifically, student means (a) overall with and without game participation 
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and with division into comparison sets based on (b) gender, (c) race, and (d) age. 

Analysis of demographic data compared the sample to the campus and university-wide 

populations to see if the findings might be transferable to the larger populations. 

Chapter 1 has presented the background of the study; statement of the problem; 

rationale for the study; and overview of the study, which includes the major research 

questions, objectives, outline, and operational definitions of key terms.  

In chapter 2, a literature review presents adult learning theory, traditional 

instruction, video game-based learning, and an overview of business, economics, and 

management video games. The chapter also includes a section on the implications of 

related research for the focus and methodology of this study. 

Chapter 3 explicates the research methods used for the dissertation, presenting an 

overview of the research methodology and rationale, a review of the research questions, 

the research design, and procedures, and a discussion of how data analysis and 

interpretation. 

Chapter 4 contains the overall data analysis, presentation, interpretation, and 

explanation of the data. Tables and figures are given in order to make the data analysis 

clear. Outcomes are clearly interpreted within the context of the research questions. 

Chapter 5 brings the entire study together. Topics addressed include a report and 

interpretation of the findings, implications for social change, recommendations for action 

and further study. It answers the four research questions within the context of the 

research and brings the study to a close. 

 



 

 

CHAPTER 2: 
LITERATURE REVIEW 

 
Adult Learning Theory 

Currently, there is no consensus on the pedagogical value of video game-based 

learning. A host of research issues has emerged to create the next generation of games to 

support learning in math, science, and engineering. Yet, little to no research has emerged 

in the area of game-based learning. This literature review explores, compares, contrasts, 

and synthesizes prevailing learning design theories from such noted learning experts as 

Gagné, Bloom, Kirkpatrick, and Keller with video game design theories in order to create 

an evaluation framework for video game-based learning. This project will fill one of the 

many areas of research needed by creating an evaluation framework of video game-based 

learning.  

As an educational tool, gaming simulation has been around for thousands of 

years, with the depiction of strategic military problems in games like chess. In modern 

times, the use of flight simulators to train pilots and astronauts is a highly developed 

example. Other examples include business gaming such as the Top Management 

Decision Simulation, developed by the American Management Association in the 1950s 

(Coppard, 1976). From the late 1950s to the mid-1960s, gaming simulations appeared in 

political science, international affairs, and the field of urban planning.  

An early example of computer-assisted instruction was a system called the 

Program for Learning in Accordance with Needs (PLAN) (Weisgerber, 1971). Schools 

used this system throughout the United States in the mid-1970s. In this system, the 

computer kept records about each student’s previous study, progress, and performance. 



19 

 

Teachers received daily reports on completion of lesson objectives; activities started or 

completed by each student, as well as periodic student progress reports. The information 

in the computer database was used to help plan individualized learning activities. 

Early examples of computer-based instruction (CBI), even those that included 

some variation resulting from user control, such as limited branching, tended to limit 

design in such a way that everyone received the same program. A better approach is to 

incorporate adaptive motivational conditions, which reflect the changes in a student’s 

motivation over time (Keller, 1999). 

Today, simulation applications are in almost every field. Coppard (1976) 

suggested, “Some of the most appropriate games are not found in one’s own field, but 

instead were developed for another purpose and may be easily adapted to similar 

applications in a different field” (pp. 40-42). (For more on the design process for gaming 

simulations, see Coppard, 1976, pp. 40-9–40-13. For a detailed technical consideration of 

the game design process, see Adair & Foster, 1972). 

 

Pedagogy Versus Andragogy 

Knowles (1970) coined the faux-Greek term andragogy (sometimes spelled 

androgogy) to distinguish teaching practices specifically aimed at adult learners from 

those used to teach young people in primary and secondary education. Knowles’s theory 

of andragogy assumes that adults (a) want to know why they need to learn something 

(although this would seem to apply to adolescents as well), (b) need to learn 

experientially, (c) approach learning as problem solving, and (d) learn best when the 
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subject is of immediate value. Furthermore, adults tend to be self-directed and expect to 

take responsibility for decisions that affect them. 

Electronic-learning (E-learning) courses based on the principles of androgogy ask 

the questions: What do you want to learn? How and when do you want to learn? (Islam, 

2002). The assumptions for adult learners, in many cases reasonably, apply to young 

people when discussing video game-based learning systems. 

Brookfield (1986) said that adult learners (a) are not beginners, but are in a 

continual state of growth; (b) bring with them a package of experiences and values, each 

one unique; (c) come to education with intentions; (d) bring expectations about the 

learning process; (e) have competing interests; and (f) already have their own set patterns 

of learning. Adult learning is therefore most productive when the following occurs: 

1. Learners are engaged in the design of learning. 

2. Learners are encouraged to be self-directed. 

3. Educators function as facilitators rather than didactic instructors. 

4. Taking the individual learners’ needs and learning styles into account. 

5. A climate conducive to learning is established. 

6. The learning process uses the learner’s past experiences. 

7. Learning activities seem to have some relevance to the learners’ 

circumstances. 

As will be seen shortly, Brookfield’s ideas are very similar to John Keller’s 

ARCS model of learning as well as Chris Clark’s principles of game-based learning. 
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Gagné’s Nine Events of Learning 

Gagné, Briggs, and Wager defined instruction as “a set of events external to the 

learner designed to support the internal processes of learning” (Gagné, Briggs, & Wager, 

1992, p. 189). Gagné also developed several studies and works that helped to define what 

is considered “good instruction” or instructional design today. Proceeding from this 

definition, he formulated nine instructional events that relate to internal learning 

processes, summarized in Table 2. 

Table 2. 

Gagné’s Nine Events of Learning 

Instructional event Relation to learning process 
1. Gain attention Reception of patterns of neural impulses 
2. Inform learner of the objective Activates a process of executive control 
3. Stimulate recall of previous learning Retrieval of prior learning to working memory 
4. Present the material Emphasize features for selective perception 
5. Provide learning guidance Semantic encoding, cues for retrieval 
6. Elicit performance (practice) Activate response organization 
7. Provide feedback about performance Establish reinforcement 
8. Assess the performance Activate retrieval, making reinforcement possible 
9. Enhance retention and transfer Provide cues and strategies for retrieval 
Note. Source: The conditions of learning and theory of instruction (4th ed.), by R. M. 
Gagné, 1985, New York: Holt, Rinehart and Winston. Used with permission. 

 

Five different purposes for evaluation of student performance are the following 

(Gagné et al., 1992): 

1. Student placement: Administer tests in order to identify an appropriate starting 

point for instruction. 

2. Diagnosis of difficulties: Tests can indicate areas in which a student needs 

remedial instruction for earlier skills that not previously mastered, making it difficult to 

learn material that builds upon those skills. Remedial instruction may require the use of 

different methods and materials. 
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3. Checking student progress: Routine tests check student progress less often 

when students appear to be progressing consistently well. Such progress checking may be 

more often when students are experiencing difficulties. 

4. Reports to parents or supervisors: In addition to the function of supplying 

reassurance that the learner is progressing well, accumulated assessment results may 

provide a basis for promotion, certification, or other benefits. 

5. Evaluation of the instruction: Evaluate methods with overall scores as well as 

evaluation of individual items. A common evaluation process (particularly applicable to 

CBI) is formative evaluation, in which a series of tryouts and revisions result in improved 

effectiveness. 

The various types of individualized instruction can differ substantially from 

traditional classroom instruction. Adult learners can benefit from materials and 

procedures that are less highly structured than those used for younger students. Because 

of the non-linear nature of video games, such games are well suited for adult learners. 

 

Keller’s ARCS Model 

In an article summarizing the research upon which his attention-relevance-

confidence-satisfaction (ARCS) model is based and giving examples of actual use of the 

system, Keller (1987) noted, “No matter how motivated learners are when they begin a 

course, it is not too difficult to bore them, if not kill their interest totally” (p. 2). The 

ARCS model consists of four conceptual categories related to human motivation as well 

as a set of specific strategies (see Keller, 1987, pp. 4-5), which may improve the general 



23 

 

motivational aspects of a course of study. It also makes use of Keller’s process called 

motivational design. 

Expectancy-value theory, based on the work of Tolman (1932) and Lewin (1938), 

provides the foundation of ARCS.  

Expectancy-value theory assumes that people are motivated to engage in an 
activity if it is perceived to be linked to the satisfaction of personal needs (the 
value aspect), and if there is a positive expectancy for success (the expectancy 
aspect). (Keller, 1987, pp. 2-3)  

Keller separated value into two categories: (a) interest, which refers to attention-related 

issues, and (b) relevance, which refers to matters of perceived benefit and usefulness. He 

added a category for outcomes to cover the application of applied reinforcement and 

environmental outcomes that contribute to intrinsic motivation. Interest, relevance, 

expectancy, and outcomes subsequently became attention, relevance, confidence, and 

satisfaction, respectively, giving rise to the acronym ARCS: 

1. Many simple techniques can get attention, but the difficulty lies in sustaining 

attention. “The goal is to find a balance between boredom and indifference versus 

hyperactivity and anxiety” (Keller, 1987, p. 3). 

2. Perceived relevance with regard to schoolwork or future career goals may or 

may not be present intrinsically in a given course of study. Keller (1987) held that a 

perception of relevance could come from the method of instruction, whether or not it is 

inherent in the content. 

3. Whether one succeeds or not, regardless of external factors or innate ability, 

depends to a great degree on one’s feelings of confidence in the possibility of success. 

This can particularly affect a student’s persistence. Keller (1987) pointed out that “fear of 

failure is often stronger in students than teachers realize” (p. 5). The design of the 
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confidence strategies offered by ARCS help create the impression that some degree of 

success is possible given an appropriate effort on the part of the learner. Keller (1987) 

cautioned, however, that it is important to “avoid creating this impression if it is false,” 

thereby setting up unrealistic expectations (p. 5). 

4. According to operant conditioning theory, the definition of task and reward, 

together with an appropriate reinforcement schedule, should cause people to be more 

motivated. A problem can arise if the perceived use of these techniques intrudes on the 

student’s rightful sphere of control. This is particularly likely to happen when the 

activities in question are those from which the student derives intrinsic satisfaction. “A 

challenge is to provide appropriate contingencies without over controlling, and to 

encourage the development of intrinsic satisfaction” (Keller, 1987, p. 6). 

The ARCS model incorporates a systematic seven-step approach to the design 

process (Keller, 1997, pp 188-203). Further study revised and refined the model (see 

Keller, 1999, p. 39). This process can be summarized as define, design, develop, and 

evaluate. According to Keller (1987), it is appropriate to use the ARCS model “if the 

problem is one of improving the motivation appeal of instruction for a given audience” 

(p. 6). A point that may be particularly relevant to video game-based learning is that, for 

students who have a high degree of initial motivation, overuse of motivational strategies 

actually can interfere with the instructional objectives. 

In the evolution of the ARCS process, a simplified design strategy was developed 

(Keller, 1997; Suzuki & Keller, 1996). Successfully utilized in studies in several different 

countries, this process suggests a multicultural validity. A two-dimensional (2-D) matrix 
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depicts the process with the ARCS categories on the horizontal axis and specific design 

factors on the vertical axis (see Keller, 1999, p. 39). 

A principal application of this system is to identify areas in which motivational 

strategies are appropriate. As mentioned earlier, overuse of motivational strategies can 

interfere with a student’s intrinsic interest in a subject. The motivational design process 

requires an audience analysis to decide which motivational tactics are appropriate. Keller 

(1999) pointed out, “Learner motivation changes over time, however, and sometimes in 

unpredictable ways” (p. 42). According to Keller (1999),  

When students are motivated to learn, they want to work on highly task-relevant 
activities. They do not want to be distracted with unnecessary motivational 
activities. For this reason it would be nice to have computer or multimedia 
software that can sense a learner’s motivation level and respond adaptively. (p. 4) 

Song (1998) developed an approach to motivationally adaptive CBI. At 

predetermined points in the instructional program, a screen asked questions pertaining to 

the students’ motivational attitudes. The responses, in conjunction with actual 

performance levels, helped to personalize motivational tactics for each student. 

Another variation relevant to CBI concerns the motivational problems faced by 

distance learners. These students must overcome feelings of isolation, feelings associated 

with a lack of evidence of steady progress, and doubts about their ability to complete the 

material. Visser (1998) used a variation of the ARCS approach to address these problems. 

Her approach, which dealt with traditional distance learning materials, could be adapted 

to CBI and video game-based learning. She sent messages in the form of greeting cards to 

students according to two parallel schedules. The first schedule depended on specific 

points in the course, and the messages were the same for all students. The second 

schedule consisted of personalized messages sent at times deemed appropriate, based on 
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the student’s performance. The study also saw an increase in the completion rate for the 

course. 

 

Bloom’s Taxonomy 

Benjamin S. Bloom of the University of Chicago headed a group of distinguished 

academics who, in a series of conferences held from 1949 to 1953, set out to develop a 

taxonomy, or classification system, for use in working with educational objectives and 

outcomes. In 1956, the first volume of the work, Taxonomy of Educational Objectives, 

covered the cognitive domain. In 1964, a second volume covered the affective domain 

(Krathwohl, Bloom, & Masia, 1964). The primary focus of this work was to aid college-

level instructors analyzing test items. “The major purpose in constructing a taxonomy of 

educational objectives is to facilitate communication” (Bloom, 1956, p. 10). This would 

enable those involved with educational research, curriculum development, and testing to 

“compare and exchange tests and other evaluative devices intended to determine the 

effectiveness of these programs” (Bloom, p. 10). In deciding how to proceed with the 

construction of the taxonomy, Bloom stated,  

We are of the opinion that although the objectives and test materials and 
techniques may be specified in an almost unlimited number of ways, the student 
behaviors involved in these objectives can be represented by a relatively small 
number of classes. (p. 12) 

 

The classification system presented in Bloom’s (1956) work has been widely 

accepted throughout the educational system, though several alternatives and revisions are 

available. Bloom’s taxonomy, as it is commonly known, is considered hierarchical, 
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ordered in terms of increasing complexity, and consists of the categories and 

subcategories shown in Table 3.  

Table 3. 

Bloom’s Taxonomy, Cognitive Domain 

Domain Category Subcategory 
 
Cognitive domain: Knowledge 

1.00   Knowledge 
 1.10  Knowledge of specifics 
  1.11  Knowledge of terminology 
  1.12 Knowledge of specific facts 
 1.20  Knowledge of ways and means of dealing with specifics 
  1.21  Knowledge of conventions 
  1.22  Knowledge of trends and sequences 
  1.23  Knowledge of classifications and categories 
  1.24  Knowledge of criteria 
  1.25  Knowledge of methodology 
 1.30  Knowledge of the universals and abstractions in a field 
  1.31  Knowledge of principles and generalizations 
  1.32  Knowledge of theories and structures 
 
Cognitive domain: Intellectual abilities and skills 

2.00  Comprehension  
 2.10  Translation 
 2.20  Interpretation 
 2.30  Extrapolation 

3.00  Application  
4.00  Analysis  

 4.10  Analysis of elements 
 4.20  Analysis of relationships 
 4.30  Analysis of organizational principles 

5.00  Synthesis  
 5.10  Production of a unique communication 
 5.20  Production of a plan, or proposed set of operations 
 5.30  Derivation of a set of abstract relations 

6.00  Evaluation  
 6.10  Judgments in terms of internal evidence 
 6.20  Judgments in terms of external criteria 
Note. Source: Taxonomy of Educational Objectives, Handbook 1: Cognitive Domain, by 
B. S. Bloom, 1956, New York: David McKay.  Used with permission. 

 

Bloom’s (1956) Taxonomy of Educational Objectives, Handbook 1 contains many 

specific examples of test items illustrating each subcategory of the taxonomy. Testing of 

the various stages of learning incorporate these general principles: 
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1. For knowledge, when testing a student’s ability to recognize or cite accurate 

statements, the form of the question and the level of precision required should not differ 

significantly from the way the learners initially acquired the knowledge. 

2. Translation is the ability to convert the learned material into other words. 

When testing this stage of learning, Bloom (1956) noted, “If the evaluation is to be of a 

behavior transcending knowledge, the context in which the terms or symbols appear must 

be to some extent novel context” (p. 97). 

3. Interpretation, or testing a student’s ability to interpret learned material, can 

be done either with a question requiring an essay-type response, multiple-choice 

selections, classifying items relative to the material presented, or questions as to whether 

the data presented are sufficient to prove the truth or falsity of given statements. 

Exercises of this last type may ask either for an evaluation based solely on the 

information presented or may utilize the given data as well as other knowledge the 

student may possess. 

4. Extrapolation testing is through exercises that often used in conjunction with 

interpretation, “attempt to determine whether or not the student can go beyond the limits 

of the data or information given and make correct applications and extensions of the data 

or information” (Bloom, 1956, p. 117). 

5. Application, or a student’s ability to apply learning, is tested by presenting 

situations that “must either be situations new to the student or situations containing new 

elements as compared to the situation in which the abstraction was learned” (Bloom, 

1956, p. 125). When testing effect of instruction on application ability, it is necessary to 

differentiate between solutions based on general problem-solving ability and solutions 
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that are the result of instruction. One can make this determination by testing individuals 

who are equal in general ability to those who are the target of the application items, but 

who have not received the instruction in question. It is important for purposes of 

evaluation to distinguish between inability to apply and inability to comprehend. Testing 

the degree of the student’s comprehension of the situation before the application items 

are attempted can distinguish between the two. When accurate knowledge of the 

problem-solving process employed by the student is required, actual recording of the 

steps taken by the student (an operation particularly suited to computer-based systems) is 

preferable to attempts to infer the process from the construction of the test items. Bloom 

(1956) noted, “Students can come up with ways of arriving at answers, often correct, that 

no teacher seems to have anticipated” (p. 127). 

6. In discussing analysis, Bloom (1956) indicated a variant of the hierarchy of 

the published taxonomy adopted by Anderson, Krathwohl, and Bloom (2001) in their 

revised version. Bloom (1956) wrote, “No entirely clear lines can be drawn between 

analysis and comprehension at one end or between analysis and evaluation at the other” 

(p. 144). This statement and the subsequent discussion omitted the synthesis 

classification, which in Taxonomy of Educational Objectives, Handbook 1 (Bloom, 1956) 

is placed between analysis and evaluation. Anderson et al. reversed the order of the 

elements corresponding to synthesis (create) and evaluation (evaluate). 

Bloom (1956) further divided analysis into the ability to classify “elements” of the 

material, specifying the “relationships” among the elements, and recognition of 

“organizational principles” of arrangement and structure (p. 145). Testing the student’s 

ability to analyze material is most effective when the material analyzed is in the test 
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situation, as opposed to relying on the student’s familiarity with it. Whereas student 

answers may be free form or guided responses, selecting the best answers in multiple-

choice format offers the advantage of structuring items to include common errors. 

7. Synthesis — Synthesis is defined as combining elements in order to form a 

whole (compare to Anderson et al.’s 2001 category of “create”). “This is a process of 

working with elements, parts, etc., and combining them in such a way as to constitute a 

pattern or structure not clearly there before” (Bloom, 1956, p. 162). Bloom distinguished 

the subcategories of synthesis as “primarily on the basis of product” (p. 163). These 

products may be a “unique communication” of some form, the purpose of which is “to 

inform, to describe, to persuade, to impress, or to entertain” (Bloom, p. 163). The second 

subcategory consists of a plan or proposed set of operations. Distinguishing items in this 

subcategory from the previous subcategory are incomplete until translated into action. 

The product of synthesis in the final subcategory is a set of abstract relations. Here the 

distinguishing factor is that the relations “are not explicit from the start; they must be 

discovered or deduced” (Bloom, p. 164). 

Testing for synthesis is made more difficult by the necessity of providing 

conditions favorable to creative output—primarily freedom. “The student should be made 

to feel that the product of his efforts need not conform to the views of the instructor, or 

the community, or some other authority, if such freedom is otherwise consistent with the 

nature of the task” (Bloom, 1956, p. 173). Evaluation of synthesis poses formidable 

problems because of the lack of objective criteria. The idiosyncratic nature of creative 

output can make judgment, even by experts, appear arbitrary. Bloom (1956) addressed 
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this issue to a degree by indicating that a synthesis can be faulty because it fails to fit the 

requirements of the problem. Table 4 summarizes Bloom’s taxonomy of learning. 

Table 4. 

Bloom’s Taxonomy of Stages of Learning 

Stage of learning Taxonomy with verbs 

Evaluation appraise, argue, assess, attach, choose compare, defend estimate, judge, 
predict, rate, core, select, support, value, evaluate 

Synthesis arrange, assemble, collect, compose, construct, create, design, develop, 
formulate, manage, organize, plan, prepare, propose, set up, write 

Analysis analyze, appraise, calculate, categorize, compare, contrast, criticize, 
differentiate, distinguish, examine, experiment, question, test 

Application apply, choose, demonstrate, dramatize, employ, illustrate, interpret, operate, 
practice, schedule, sketch, solve, use, write 

Comprehension classify, describe, discuss, explain, express, identify, indicate, locate, 
recognize, report, restate, review, select, translate 

Knowledge arrange, define, duplicate, label, list, memorize, name, order, recognize, 
relate, recall, repeat, reproduce state 

Note. Source: A Taxonomy for Learning, Teaching, and Assessing, by L. W. Anderson, 
D. R. Krathwohl, & B. S. Bloom, 2001, New York: Longman. Used with permission. 

 

Bloom’s original taxonomy has been revised utilizing advances in education 

theory since its original publication (Anderson et al., 2001). The revised version changed 

the focus to a broader audience, especially elementary and secondary teachers. One 

fundamental change was to replace the noun forms of the classifications used in Bloom’s 

(1956) work with verb forms. “Verbs of the kind used by teachers in statements of 

objectives and during instruction seemed more helpful in framing and categorizing 

objectives, instructional activities, and assessment tasks” (Anderson et al., p. 307). These 

verb forms (as illustrated in Table 4) distinguish the cognitive processes and used to form 

a separate dimension for analysis. The reorganized and renamed noun forms comprising 

the original knowledge category and subcategories became another dimension, called the 
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knowledge dimension. Table 5 shows a simplified version of this new, multidimensional 

framework. 

Table 5. 

The Knowledge Domain 

The cognitive process dimension 

The knowledge dimension Remember Understand Apply Analyze Evaluate Create 

Knowledge Simple     Complex 

Conceptual knowledge       

Procedural knowledge       

Metacognitive knowledge Complex      

Note. Source: A Taxonomy for Learning, Teaching, and Assessing, by L. W. Anderson, 
D. R. Krathwohl, & B. S. Bloom, 2001, New York: Longman. Used with permission. 

 

The simplest activities (e.g., remembering facts) are in the upper left of Table 4, 

and complexity increases moving down and to the right. The research has further divided 

the categories of the knowledge dimension and the cognitive process dimension into 

subcategories for classification purposes (Anderson et al., 2001; Krathwohl, 2002). As 

noted above, the order of evaluate and create are reversed from their corresponding 

categories in Bloom’s (1956) original taxonomy (synthesis and evaluation). This 

ordering, although not without some difference of opinion, arose in part from an analysis 

of empirical evidence and a decision to order the categories from simplest to most 

complex (see Table 4). “Simply stated, induction, which is involved in Creating, is a 

more complex process than deduction” (Anderson et al., p. 294). 

Anderson et al. (2001) defined the new category of metacognitive knowledge as 

“knowledge of cognition in general as well as awareness and knowledge of one’s own 
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cognition” (p. 29). This category in the revised taxonomy is of increasing significance, as 

research has shown how being made aware of their metacognitive activity can help 

students adapt the ways they think and approach learning activities (Krathwohl, 2002). 

Table 5, derived from the 2-D representation of the knowledge (noun) and 

cognitive process (verb) components, provides a concise representation for classifying 

objectives, activities, and assessments. By plotting course objectives on the table grid, for 

example, one can represent complex kinds of knowledge and cognitive processes. Blank 

spaces on the grid suggest what might have been included but were not. This helps to 

identify opportunities to enhance the course objectives (Krathwohl, 2002). 

 

The ADDIE Model of Design 

The analysis (or assessment), design, development, implementation, and 

evaluation (ADDIE) model of instructional system development (ISD) seems to have 

evolved informally rather than being the product of a single author. Molenda (2003) 

traced the origins of the ADDIE acronym, which appears to be an afterthought of various 

related descriptions of ISD concepts. One of the earliest antecedents to ADDIE appears to 

be a report by Branson (1978) of a model developed in conjunction with the U.S. military 

called the Interservice Procedures for Instructional Systems Development (IPISD). 

Branson provided a graphic labeled “Analyze, Design, Develop, Implement, and 

Control.” Some sources cite Thiagarajan (1976) as the originator of the ADDIE label, but 

he refers only to A-D-E in his work. ADDIE begins to appear in the late 1980s in a 

variety of sources with no clear attribution. According to Molenda,  

It is only in the recent literature that the term is beginning to take on a more fully 
elaborated meaning. However, these authors are essentially creating their own 
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interpretations as there does not appear to be an original, authoritative version of 
“the ADDIE Model.” (p. 4) 

See Figure 1 for a representation of the ADDIE model. 

 
Figure 1. ADDIE model of instructional design. Adapted from “ADDIE Model of 
Instructional Design,” 2003, by the Learning Systems Services Team, Booz Allen 
Hamilton, McLean, VA: Booz Allen Hamilton. Used with permission.  

 

Kirkpatrick Evaluation Levels 

The professional training community has used Kirkpatrick’s (1976) system of 

evaluation for over 40 years. This system consists of four steps or levels of increasing 

complexity. Kirkpatrick’s four levels are: 

1. Level 1 is reaction. This level, which is the easiest to test for, represents the 

feelings of the learners about the training received. A variety of testing examples show a 

familiar series of questions where the student rates various aspects of the training on 

some kind of quantitative scale. Most questions are in an objective form, as well as space 
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for additional comments not addressed by the other questions. Kirkpatrick (1976) 

emphasized that this level of evaluation “does not include a measurement of any learning 

that takes place” (p. 18-2). 

2. Level 2 is learning. Kirkpatrick (1976) defined learning in this context as “the 

principles, facts, and skills which were understood and absorbed by the conferees” (p. 18-

11). In other words, the learning he described corresponds to Bloom’s (1956) knowledge 

category and subcategories. Kirkpatrick recommended that this level of evaluation 

include before-and-after testing as well as a control group when possible in order to 

assess the actual impact of the training. The use of objective questions provides 

quantifiable data, which then can be subject to a statistical analysis. 

3. Level 3 is behavior, also called transfer. At this evaluation level, the focus is 

on behavioral changes that result from the learning that presumably has taken place. 

Kirkpatrick (1976) described this as a way to quantify the common knowledge that there 

is often “a big difference between knowing principles and techniques and using them” (p. 

18-16). Here again, the use of before-and-after testing, a control group, and statistical 

analysis are recommended. In addition, Kirkpatrick suggested appraisal by someone 

separate from the individual under evaluation to aid in the objectivity of the results. He 

also recommended a post-training appraisal 3 months or more after training in order to 

assess the lasting effect of behavioral changes resulting from the training. 

4. Level 4 is results, the vaguest of Kirkpatrick’s (1976) levels. The desired 

results can vary greatly from one type of training program to another, and therefore the 

testing to determine the degree to which those results have been met vary as well. For this 
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reason, in the context of job-related training, Kirkpatrick suggested that evaluations focus 

on the first three levels:  

From an evaluation standpoint, it would be best to evaluate training programs 
directly in terms of results desired. There are, however, so many complicating 
factors that it is extremely difficult, if not impossible, to evaluate certain kinds of 
programs in terms of results. Therefore, it is recommended that training directors 
evaluate in terms of reaction, learning, and behavior. (p. 18-21) 

Kirkpatrick’s (1976) evaluation levels have been widely accepted in industrial and 

organizational environments. “The power of Kirkpatrick’s model is its simplicity and its 

ability to help people think about training evaluation criteria” (Alliger & Janak, 1989, p. 

331). 

Three assumptions associated with Kirkpatrick’s system are “implicit in the minds 

of researchers and trainers, although to all appearances unintended by Kirkpatrick himself 

when the model was proposed” (Alliger & Janak, 1989, p. 332):  

1. Levels are hierarchical, with each providing more information than the last.  

2. There is a causal relationship between each successive level.  

3. There is a positive correlation between levels.  

Alliger and Janak challenged the validity of these assumptions with a detailed analysis of 

the available literature. 

Evaluation of training using the Kirkpatrick (1976) system can suffer if evaluators 

do not take care to define needs and resources or to determine the intended use of the 

results. Problems can occur if the system comes to shape the questions and results. 

Emphasis on return on investment (ROI) in a business context tends to skew evaluation. 

Measurements based mainly on financial indicators focus on past performance, which 

encourage a short-term strategic view (Abernathy, 1999). 
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It can be useful to divide results into categories of “hard data” and “soft data” 

(Phillips, 1996, p. 20). Hard data, the kind traditionally used to evaluate performance, 

include output (e.g., units produced and tasks completed), quality (e.g., waste, defects), 

time (e.g., project completion time, overtime), and cost (e.g. overhead, variable costs). 

Soft data are more subjective and harder to assign a monetary value. Soft data include 

work habits (e.g., punctuality, safety), work climate (e.g., grievances, job satisfaction), 

attitudes (e.g., loyalty, perception of responsibilities), new skills (e.g., decisions made, 

conflicts avoided), development (e.g., promotions, performance ratings), and initiative 

(e.g., implementation of new ideas, employee suggestions). 

Abernathy (1999) asked , “How do we value training that has tangible results 

versus that which has intangible results?” “Should we try to measure it?” (p. 22).  

Abernathy quoted Fred Nickols, executive director of strategic planning and management 

services at the Educational Testing Service as saying, “The best measure of anything, 

including training, is sometimes gauged by its absence. Only when it is absent does its 

value dawn on those who take it for granted” (p. 22). 

Kaplan and Norton (1992) offered a scorecard method that seeks to balance 

business management by measuring performance across four perspectives: (a) finance, 

(b) customers, (c) internal business processes, and (d) learning and growth. “The learning 

and growth perspective directs attention to the basis of all future success” (Abernathy, 

1999, p. 21). 

Bloom, Gagné, Keller, and Kirkpatrick formed the models of instructional design 

from which decades of teaching, education, and training followed. The instructional 
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design models are only part of the learning equation. Understanding the process of 

learning is another part. 

 

Traditional Instruction 

Behaviorism, the theory that forms the basis of much of the current educational 

practice, sees people’s thinking and learning as a response to stimuli from the 

environment (Skinner, 1985). Man is a machine, “dependent on external stimuli to 

function” (Reynolds, Sinatra, & Jettson, 1996, p. 95); knowledge generates from 

experiences provided through the five senses; and the brain then creates ideas and 

thought from these experiences. Positive and negative reinforcement determines future 

behavior and decisions. “Everyday perception is the product of a vast number of 

experiences” combined over time through “reinforcing consequences” (Skinner, p. 292).  

According to Gardner (1991), many educational settings, view students as cups to 

be filled. The student receives rewards for memorizing and recounting information, and 

instruction involves the teacher lecturing about facts and ideas generated by a third party 

(Gardner, 1991). Gardner contended that students’ success in the traditional schooling 

environment is not an indicator of their overall ability to learn, as this passive approach to 

learning experience rarely engages students fully. “Concepts are frequently abstracted 

from those situations in which they are relevant and of value, reified as facts, and treated 

as self-contained entities” (Barab, Hay, Barnett, & Squire, 2001, p. 52). Not surprisingly, 

when these abstracted definitions are presented to students, usually in text form without 

an experiential context from the students’ past experience, engagement in learning is low 

(Barab et al., 2001). Efficient transmission of data from teacher or book to pupil, rather 
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than meaningful participation in a learning opportunity, becomes the focus and rewarded 

classroom activity (Lave & Wenger, 1991). Unfortunately, this can also lead to circular 

definitions, where meanings of individual events or concepts become self-referenced and 

therefore fairly meaningless to the student (Barab et al., 2001). “If the meaning of the 

concept only refers to itself, then i



 

 

t forms a closed circle, disembodied from the environmental particulars through 

which the concept gains meaning” (Barab et al., 2001, p. 52). Prensky (2000) concluded 

that formal training and education are usually less meaningful, not to mention remarkably 

unengaging, because of their focus on content and telling, rather than creating dialogue 

with the student.  

 

Constructivist Learning 

Video games, on the other hand, reflect more of a constructivist approach to 

learning. Constructivist theory holds that learning is most optimized when the learners 

perform experiments or tests the environment and then “actively construct ideas and 

relationships in their own minds” based on these actions, rather than passively accepting 

the ideas and relationships of others (Prensky, 2000, p. 162). In practice, this requires 

moving away from lecture or teacher-centered learning to “developing participatory 

learning environments that are technology rich and allow students to ground their 

understandings within their own concrete experiences” (Barab et al., 2002, p. 77). For 

example, rather than simply telling students about the solar system, they must create a 

virtual solar system on a computer platform and then can change various aspects of their 

solar systems to experience the results. Emerging technologies can support constructivist 

learning methods. Consider the difference between an interactive game and a “talking 

head” computer teaching CD. Video games are “the first medium to combine visual 

dynamism with an active, participatory role for the learner,” allowing them to take 

meaningful actions and experience the results of these actions rather than simply view or 

listen (Prensky, p. 55). This allows learners to be immersed “within contexts that 
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challenge, ground, and, ultimately, extend their understandings,” while teachers shift 

from the provider of all right answers to guiding students as they experience their own 

learning process (Barab et al., 2002, p. 77). 

The constructivist concept also allows the learner to control the speed of the 

learning experience, at least to some extent. This reveals another draw for younger 

learners to video games as opposed to traditional schooling instruction. The minds of 

people who grew up with video games, the “Game Generation” as some call them, “have 

been programmed to adapt to greater speed and thrive on it,” being exposed early and 

often to twitch-speed video games and MTV (Prensky, 2000, p. 58). Twitch speed is 

where a high number of images or inputs is presented in a short period of time. 

Yet when they go to school or go to work, educators and trainers typically give 
them all the “nontwitch” features of the past: “tell-test” education, boring 
corporate classrooms, poor speakers lecturing at them, talking-head corporate 
videos, and, lately, endless “click and fall asleep” courses on the Internet. 
(Prensky, p. 58)  

The speed change causes many students to disengage from traditional learning formats 

and therefore not have meaningful learning experiences in such environments. 

Prensky (2000) supported such constructivist theory, although acknowledging 

additional relevant theories, contending evaluating instruction along two dimensions, (a) 

engagement, and (b) learning. Considering each dimension as a continuum, with 

engagement and learning ideally moving higher together along a 45-degree line, if 

graphed. As shown in Figure 2, Prensky found well-crafted video game-based learning to 

be effective because it requires high aspects of both components. He found CBT less 

effective because, although it is high learning, it provides low engagement. Some 

entertainment-oriented games, in contrast, are high engagement, but provide low learning 

opportunity, according to Prensky.  
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Figure 2. Prensky’s game-based learning. From Digital Game-Based Learning, by M. 
Prensky, 2000, New York: McGraw-Hill. Used with permission. 

 

“Good digital game-based learning does not favor either engagement or learning, 

but strives to keep them both at a high level” (Prensky, 2000, p. 150). If learning is not 

emphasized, game-based learning slides toward being only a game, while not enough 

engagement moves the activity towards CBT. “It is much better to think about keeping 

both dimensions high than to think about trading them off” (Prensky, p. 150). Gee (2004) 

also described gaming design as based on constructivist principles. As he put it, “you 

cannot play a game if you cannot learn it” (Gee, p. 6). Therefore, game designers must 

make games that customers can teach themselves to play. This requires the learner to be 

actively participating in the learning experience, rather than passively observing. 

Interestingly enough, the harder, more challenging games sell more than easy, watered-

down ones, according to Gee. 
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Activity Theory 

Activity theory is another learning construct that is useful in examining the 

effectiveness of learning in the video game format. It melds well with constructivist 

theory. Activity theory contends that establishing rich environments for learning, where 

the learner can act in a participatory fashion, supports the creation of activity systems 

(Barab et al., 2002). Learners then use these systems to extend their understandings of the 

environment (Barab et al.). Of particular importance in activity theory is the relationship 

between individual and social understanding of the environment and its systems. The 

components of activity systems include tools, subject, rules, classroom microculture, 

object, and division of labor. These combine to create an outcome.  

The components of activity systems are not static components existing in isolation 
from each other but are dynamic and continuously interact with the other 
components through which they define the activity system as a whole . . . 
examination of any phenomenon (e.g., learning in the classroom) must consider 
the dynamics among all these components. (Barab et al., 2002, p. 79)  

In a video game learning environment, activity theory’s emphasis on how 

individuals transform objects in the environment and the activity systems that allow this 

transformation become obvious. The entire activity system—the player, computer, game, 

game design, and the like—all must be considered as one holistic unit, with each 

component influencing the others (Barab et al., 2002). “This perspective expands the unit 

of analysis from the mind of the individual (as in traditional cognitive research) or from 

the human–computer interaction (as in traditional human–computer interaction research), 

to the entire activity system” (Barab et al., pp. 79-80). This theory, as well as video-game 

learning constructs in general, emphasize a shift away from seeing a learner as an 

individual, isolated thinker to an emphasis on a situated learning (Barab et al.).  
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Social Aspects of Learning 

Theorists increasingly consider learning a social rather than individual 

occurrence. That is, the social environment shapes and directs learning of the learners and 

by their present and past social constructs (Gee, 2004). Those who study learning theory 

and practice have reported a shift “from cognitive theories that emphasize individual 

thinkers and their isolated minds to theories that more fully acknowledge the role of the 

physical and social context in determining what is known” (Barab et al., 2002, p. 494). 

Reading, for example, is both a mental act and a social one. The reader must have life 

context or understanding in which to situation the reading, and this context is socially 

derived (Gee). Thinking and learning are “attuned to and normed by the social groups to 

which we belong or seek to belong” (Gee, p. 180). Various research studies propose, 

“radically new theories of what it means to know and learn, and . . . emphasize the 

reciprocal character of the interaction in which identities, as well as cognition and 

meaning, are considered to be socially and culturally constructed” (Barab et al., p. 494).  

In this sense, the social relationship and the identity one develops from such 

relationship with society directly influence the learning experience. “Developing an 

identity as a member of a community and becoming knowledgeably skillful are part of 

the same process, with the former motivating, shaping, and giving meaning to the latter” 

(C. Lave & March, 1993, p. 65). Barab et al. (2002, p. 532) recognized that moving from 

what they called an acquisition metaphor, where learners are “filled” with facts to a 

participation metaphor, where learners experience and influence the learning opportunity, 

requires a social or interactive orientation. According to Squire and Steinkuehler (2005), 

such a community view is already a given in most video-gaming constructs. “Groups of 
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people from around the world solve problems with an array of information, digital tools, 

resources, screen shots, and arguments. . . . Commercial developers, doctoral students, 

and 16-year-olds in Nebraska play, think, and learn together” (Squire & Steinkuehler, p. 

39). 

Dickey (2005) cited the doctoral work of Bruckman (1997) regarding a game 

virtual world called Moose Crossing. Bruckman concluded that “virtual environments 

support the emergence of peer role models predicated on characteristics different from 

those occurring in traditional classroom settings” and “afford emotional support between 

participants, along with the presence of an appreciative audience” (Dickey, p. 68). 

Indeed, some Internet-based games such as Everquest have hundreds of thousands of 

subscribers; the game Lineage boasts over 2 million players in South Korea alone (Gee, 

2004, p. 170). Gee gave an example of such social support in the story of Adrian, a young 

Everquest player. When Adrian’s player died, a group of players with whom he was 

associated worked and even “cheated” the game to resurrect him, one calling him long-

distance from across the country. Internet sites devoted to describing and connecting 

game players provide further support and community, according to Dickey. 

Gee (2004) contended that participants in such relationships share a semiotic 

domain. Situated cognition theory ties thinking to the physical body and how it 

experiences the “material, social, and cultural world” (Gee, p. 8). Individuals experience 

worlds within these worlds, which Gee called semiotic domains. When individuals 

operate in a new semiotic domain, they must learn the construct of this domain or will be 

unable to learn within it. Gee contended the infamous “fourth-grade slump,” where 

reading scores plummet in the fourth grade, is caused by the move from decoding to 
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comprehension (p. 17). Students, who often have no context in which to understand what 

they are reading, move from learning to read to reading to learn, and their academic 

performance falls. “Content, the internal part of a semiotic domain, gets made in history 

by real people and their social interactions” (Gee, p. 29). The domain then influences 

their decisions, which further define and build the domain in a circular process. If 

students are not part of the domain that contains the learning, they have no context for the 

learning experience. 

In video games, the player often must play the game to be able to understand the 

manual. Without experience or context for the semiotic domain of the game, the 

information in the manual is of little value. All true meaning is within one or more 

domains (Gee, 2004). Once a player has spent some time in the game, he or she develops 

a basic understanding of the parameters of the game, “pockets” where future information 

and concept can be stored. Through indoctrination to the game, Gee contended the 

players join an affinity group. Affinity groups are collections of individuals similarly 

connected to a specific semiotic domain. They share a common endeavor, and knowledge 

spreads among group members (Gee). The cohort of players with which the previously 

mentioned Adrian participated in Everquest is an example of a narrow affinity group. All 

players and designers of a particular game are part of a wider affinity group, defined by 

their participation in the semiotic domain that constitutes the virtual game world. This 

virtual world also can affect the real one; for example, virtual items related to Everquest 

have sold on eBay for $2,000 (Gee, p. 171). 

Looking at learning in general, rather than focusing on video game-based 

situations, Lave and Wenger (1991) presented a theory of community participation in 
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learning, where the individual develops an identity within a community and then 

participates in relations with others in the community that further build and define it. 

They called such communities of practice a reciprocal practice, emphasizing the 

importance of connecting individuals to communities and of these same communities 

then legitimizing individual actions. “Within the context of these communities, learning 

is conceived as a trajectory in which learners move from legitimate peripheral participant 

to core participant of the community of practice” (Barab et al., 2002, p. 495). Community 

members are motivated to participate in learning activities that are meaningful to the 

community as a whole and assist in positioning the learner more centrally within the 

community (Barab & Duffy, 2000). Members of a community of practice are socially 

interdependent and “share mutually-defined practices, beliefs, and understandings over 

an extended time frame in the pursuit of a shared enterprise” (Barab et al., p. 495). 

All communities of practice have four components consistently present (Barab & 

Duffy, 2000):  

1. The first, community history, provides a cultural or historical context within 

which the community members identify themselves.  

2. Community members also share goals, beliefs, and stories that define 

appropriate practice within the community.  

3. Members recognize that the community is larger than themselves or any one 

group of members and is constantly changing and evolving as new members enter and 

former members leave (Barab & Duffy).  
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4. Whether real or virtual, new members typically move from outside the 

community to a more central positioning as they participate in community activities (C. 

Lave & March, 1993).  

Barab et al. (2002), in their study of teachers participating in a learning-

community teacher-education program, found “members were not simply learning about 

teaching practice (content) as they were situated within a community (context), but 

instead were learning about teaching practice through participation as a community 

member” (p. 533). In traditional learning environments, context is often either something 

arranged by the instructor to support the content presented or an individual attribute the 

student brings to the learning experience. In contrast, Barab et al. contended that context 

is an inherent part of any learning experience, which is neither preplanned nor brought to 

the learning situation but arises out of the experiences of all participating in the situation. 

Gee (2004) similarly described learning as a social process, from which goals emerge, 

meaning is negotiated, and success is relative within the context of the community.  

The instructional models developed by Gagné, Keller, Bloom, and Kirkpatrick 

and the understanding of the learning process gained within the last decade were not 

developed with today’s young students in mind. Students of today not only understand 

technology in every day use, they also expect it. These young students grew up in a 

digital environment surrounded by inexpensive yet highly interactive gaming systems. 

The use of such technology for learning purposes is becoming more common. 
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Video Games 

Nearly a half century ago, video games came to life when Willy Higinbotham 

created the “Tennis for Two” game in 1958 (Demaria & Wilson, 2004, p. 10). Later, on 

large television screens, people discovered that technology could be fun. The video game 

industry has changed drastically since then, morphing into one of the biggest and most 

popular entertainment forms in the world. Video games have thrived, overcoming early 

criticism as being nothing more than a fad, emerging as the preeminent popular art form 

of the 21st century. 

As a form of entertainment, video games engage us emotionally, and can hold 

even the most distracted teen’s attention. Video gaming is the most popular form of 

entertainment today, and this popularity has spawned many books on the subject. In his 

book, Trigger Happy: Videogames and the Entertainment Revolution, Poole (2000) 

stated, “According to the European Leisure Software Association, the British videogame 

software market already grosses 60 percent more than total movie box office receipts and 

80 percent more than movie rentals” (p. 6).  

Video games are more than just fun; they are art and science mixed together. 

Many people have tried to dismiss video games as a passing fancy or for “techno geeks” 

without a social life. However, many who take video gaming seriously. By reading about, 

discussing, and even playing games, it is possible to gain a better understanding of video 

game design theories in order to create an evaluation framework for video game-based 

learning.  
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Video Game Design 

Video game design has changed tremendously over the years. It has gone from a 

single programmer designing a game to a team of individuals with multi-million-dollar 

budgets working for several years to produce a single game. 

It seems as if every devoted gamer wants to be a game designer. Many think they 

can do it easily, because they know how to program or have a great idea for a game. But 

how do you go from having a great idea to producing a great game? 

 

Rules  

The rules of a game depend on the game genre. These rules define what actions or 

moves a player can and cannot make; where they can and cannot go, and how they will 

win the game. Players do not get most of the games rules, or in the games instructions. 

They are inherent to the game and govern the playing process. For instance, in a puzzle 

game such as Tetris, the player can only move pieces where they will fit. If the shapes are 

not an exact match, the piece cannot move. The rules of a game also define the obstacles 

or challenges the player will face throughout the game (Bartle, 2003; Rollings & Adams, 

2003). 

 

Goals / Objectives 

The goals and objective of a game establish the game’s rules of play and the 

criteria for winning. Goals and Objectives define the victory condition, how the game 

will decide the winner. 
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Outcomes 

The outcome of a game will be win, lose, or draw depending on the nature of the 

game, no outcome. A game should have one or more loss conditions, as well as the 

victory condition. Some games, however, have no outcome – individuals play purely for 

fun, or in competition with others, to get the highest score. 

 

Challenge / Competition / Opposition / Conflict 

Games can be competitive in different ways. Some games have clearly defined 

competition, one player wins, and the other loses. In other games, contestants compete to 

achieve the highest score. The competition can be with another player, non-player, or the 

players themselves. 

 

Interaction / Interactivity 

Interactivity is how the player interacts or acts within the game world. The way 

the player jumps, shoots, or dunks; how they interact with their competition or enemies; 

what motions, and actions they can make. Another term for the way a player operates in 

the game world is the game’s interaction model. 

There are two prevalent interaction models, avatar and omnipresent. In the avatar 

interaction model, the player plays on one screen or level until he/she completes the 

objective, or loses. In the omnipresent model, the player can enter and exit different 

screens or levels at will. Perspective is also a facet of interactivity. It defines how the 
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player views the game world. Perspective can be third person, though the eyes of another, 

first person, through the player’s eyes, or side scrolling (Rollings & Adams, 2003). 

 

Story 

A great game must be fun to play and give the player a reason to play. The story 

is the reason to play the game. The story can be as simple as instructions for the player 

(e.g., save the princess or it can be long and rival a novel or Hollywood movie.)  

The story is inherent to the game; it describes why the players are there, what the 

goal is, and what obstacles they will face along the way. Computer games create fantasy, 

and allow the players to immerse themselves in the game. Some stories are abstract and 

the player learns more about the story as the game unfolds. The game play is actively 

involved in the story. Other stories have nothing to do with the game play, but simply 

make the game more interesting (Rollings & Adams, 2003). Figure 3 captures all the 

elements cited above necessary for good game design. 
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Figure 3. Gaming model. Based on the work of Chris Clark's Principles of Game-Based 
Learning Video Game Capabilities presentation at the Learning Strategies Consortium 
Conference. Used with permission. 
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2-D 

Games can be two-dimensional (2-D) or three-dimensional (3-D). A dimension is 

essentially a degree of freedom or movement the game allows player to make. In 2-D 

games, the player can only move right to left and up and down. The older arcade games 

with flat shapes moving in a plane were all two-dimensional. Asteroids was the first game 

with two-dimensional player motion. While some games continue to be 2-D, the trend is 

the offer them in 3-D (Morrison, 2002). 

 

3-D 

3-D games have the same movement as 2-D games but offer forward and 

backward movement as well. Omerick (2004) teaches that “the form of a three-

dimensional object can be either revealed or hidden depending on how the light hits the 

object and at what angle with respect to the camera” (p158). Newer console and 

computer games where the player moves about in a virtual reality are three-dimensional. 

Popular examples of this are the Maxis games SimCity and The Sims.  

 

Immersive Worlds 

Immersive worlds are worlds that are so engaging and realistic that the player 

becomes “immersed” in the world, forgetting that the world is a fantasy. They are virtual 

worlds, and are also known as persistent worlds. This type of game can be single or 

multi-player and the player can control the environment. In multiplayer mode, the players 

interact with one another as well as the environment. Bartle (2003) stated “because the 
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environment continues to exist and develop internally (at least to some degree) even 

when there are no people interacting with it; this means it is persistent” (p1). 

 

Massively Multiplayer Online Games  

Massively multiplayer online games (MMOGs) are games that allow at least 128 

players to interact with each other in the game world. These persistent or virtual world 

games usually charge a fee to join. MMOGs have grown in popularity over the years, 

though the industry is currently in a wait and see state. However, Mulligan and Patrovsky 

(2003) believe that “most current game manufacturers, however, are planning to enter the 

MMOG market, with the exception of Nintendo” (p. 7). 

MMOGs actually date back to the late 1960s, but experienced a large growth 

during the 1990s. The players know the realm of possibility by the way MMOG’s define 

their set of rules. There are three types of MMOGS, classic games such as chess or 

scrabble, hybrid games for use at home or with an internet connection, and persistent or 

immersive worlds (Mulligan & Patrovsky, 2003). 

 

Video Game-Based Learning 

Video games have been part of our culture for many years, although their 

potential for contribution to the body of understanding of learning theory is a subject 

more recently addressed. This dissertation will examine several components of theory 

and practice related to learning in a video game-based environment. An overview will 

consider relevant learning theory, including those typically used in American school 

systems, those typically found in video games, and how they differ. Learning as a social 
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construct and the generational differences in learning practice is of important note, as are 

the roles of perspective and identity. A final analysis of what makes video game-based 

learning so engaging and effective will be undertaken. For the purposes of this review, 

the term video game refers to all digital games, whether played on a computer platform or 

on a special gaming product such as the XBox, PlayStation, GameCube, Tablet PC, 

Personal Digital Assistant (PDA), or cell phones. 

Video games first emerged on a widespread basis in arcades alongside pinball and 

other similar games in the 1970s (Kent, 2001). The games of this initial era were 2-D and 

often closely mimicked board games, where the players move pieces around a 

predetermined course (Kent). Early research focused on the engagement video games 

presented. Why would a person spend hours and hours playing Pacman? The ability to 

replicate level of engagement in other learning experiences is also a question. Games 

since have become significantly more complex and engaging, now providing detailed, 

changeable storylines with adaptable, create-your-own characters that are often played by 

thousands simultaneously worldwide over the Internet (Gee, 2004). Consumers in the 

United States alone spend billions of dollars each year on the purchase of computer and 

video games (Dickey, 2005). These consumers are not restricted to young people. 

According to the Entertainment Software Association, “in 2003 41% of the market for 

computer games and 22% of the market for video games was represented by middle-aged 

gamers” (Dickey, p. 67). 
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Game Categorizations 

Researchers can categorize video games according to how they treat various 

aspects of style and content. For example, some games are intrinsic in nature, with the 

content tightly linked to the game style (Prensky, 2000, p. 164). The Sims is a computer 

simulation game that lets players create and control the lives of virtual people (Maxis, 

2005). The content determines much of the game structure and style, as the content 

choices in a typical Sims game will determine the city, railroad, or whatever the player is 

creating. An extrinsic game, in contrast, creates a game template that may include any 

type of content. Trivia games, where the questions vary greatly within a predetermined 

game structure, are an example of extrinsic games (Prensky). Some games are hard wired 

and cannot be adapted or changed from play to play, others run on “engines” that allow 

some flexibility but provide boundaries within the game environment, and still others 

utilize “shells” that allow various types of information to be called into the program as 

needed (Prensky, p. 166).  

Game timing is also a fundamental component of design and a way of 

categorizing different game styles. Some games operate in real time, where if the player 

does not act, he or she usually loses. Other games will wait until the next player takes a 

turn, even if it takes days (Prensky, 2000). Time-limited games often intimidate 

beginning gamers; particularly those with a goal must within a fixed time limit (Gee, 

2004). Games that are more recent, therefore, often provide a variety of game options 

related to timing (Gee). Session-based games require the player to complete a particular 

session before quitting the game or start over. Others are persistent state, where the player 

can quit the game and pick back up at the same point at another time (Prensky). Many 
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games combine aspects of the two, allowing a player to “save” after attaining certain 

levels of success, which is particularly important to very complex games (Gee). 

Another game category is depends on the number of players possible. Some 

games only provide for a single player; others allow multiple players on the same 

computer or gaming apparatus. Some games allow many players to play over computer 

networks or the Internet (Gee, 2004). As games become increasingly complex, so do the 

number of players who can take part and the variety of roles and activities they are able 

to pursue (Gee). Some games are reflective, where the player provides answers to 

questions. Others are action games, where the player participates in the actions of the 

game, often as a character within a story (Prensky, 2000).  

A final category of games reflects their graphic components. Video-based games 

use real-life pictures or realistic representations of the characters and environment in the 

game. Animation-based games, in contrast, are not realistic and typically present cartoon 

characters and environments (Prensky, 2000). 

 

Narrative Game Features 

Whereas many simpler games lend themselves to easy description, components of 

more complex games require explaining. Gee (2004) contended, “When people learn to 

play video games, they are learning a new literacy” (p. 13). This new literacy has both its 

own symbols and structure. Most games feature some sort of narrative, or story, as their 

backbone. Simpler games feature a fixed narrative, although the player usually can 

choose what order to play each section of the narrative (Dickey, 2005). Games that are 

more complex feature branching stories. In this game design, the player chooses specific 
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actions, which significantly affect the progression of the storyline and the ultimate 

outcome of the game (Dickey). Narratives also may be plot based, where a large number 

of characters are involved in actions that forward a particular goal or endeavor as well as 

the plot, or character-based. One detailed or central character may represent the actions 

and decisions o the player (Dickey). The narrative is often communicated or 

supplemented within the game by backstory, which is simply background information 

that sets up the plot, or cut scenes, where the storyline is furthered by brief narrative 

events at certain levels of the game (Dickey). Both can be simple or complex and can 

take any number of forms, from descriptions in the game manual, to video scenes, to 

clues or communications delivered to the character (Dickey). Cut scenes, used primarily 

as information dumps where the player receives key information, usually are a reward for 

advancing to a certain point in the game (Dickey).  

 

Identity 

An important component of constructivist and game theories is the concept of 

identity. Many games allow the player to assume a created identity of some sort (Gee 

2004). The combination of this virtual identity and the player's real-world identity forms 

a “projected identity,” which allows the player to rise above the limitations of both (Gee). 

The virtual and projected identities allow players to learn about themselves and the 

domain in which these identities are situated. “Projective identities are the heart and soul 

of active and critical learning,” allowing learners to be “engaged in real learning, learning 

as a refashioning of self” (Gee, p. 120). 
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From a learning perspective, if learners bring damaged identities as learners to a 

learning opportunity, only after a repair of these identities may any meaningful active 

learning take place. (Gee, 2004). For example, a child’s belief they will fail at a particular 

activity, damages their identity as a learner in that area. In addition, if another child 

internalizes the message that success in a certain learning situations is not appropriate for 

their gender or meaningful in their culture, they bring a damaged learner identity to the 

educational opportunity. In a school or formal educational setting,  

If children cannot or will not make bridges between one or more of their real-
world identities and the virtual identity at stake in the classroom—or if teachers or 
others destroy or don't help build such bridges—then, once again, learning is 
imperiled. (Gee, p. 61)  

In such a repair situation, the learner must be enticed to attempt the learning 

activity, as many will have reached a point where they no longer even begin an attempt, 

then put in continued effort and achieve some type of success meaningful to them based 

on this effort (Gee, 2004). Gee contended that video games provide just such “a learning 

space in which the learner can take risks where real-world consequences are lowered,” 

which can allow such damaged learner identities to be repaired (p. 62).  

 

Perspective 

The player’s perspective is another important component of game design. Early 

games of the Space Invaders and Pacman genre featured a “God” perspective, where the 

player viewed the whole playing area the way one might look down on a board game 

(Dickey, 2005, p. 72). More recent games, particularly shooter games, usually present the 

player a first-person perspective (Dickey). Most players and game designers find first-

person perspective provides a more engaging experience for the player (Dickey). In some 
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games the player’s character is not visible, but the player actually “looks through the 

eyes” of the character. Others show part or all of the player’s character. None shows the 

entire playing area at once. Enemies and rewards hide behind various features in the 

game, and features change as the character progresses from scene to scene (Gee, 2004). 

“No longer is the focus on a God’s eye view and mastery of a specific set of exercises, 

but rather information, events, actions, and activities are obscured from view and 

encountered as the learner moves through the learning materials and environment” 

(Dickey, p. 72). 

Dickey (2005) observed that the shift in recent years to a first-person perspective 

mirrors a shift from behaviorist to constructivist perspectives in learning. In a real world, 

interactive learning experience, the learners operate from a first-person perspective, 

causing the learners to become more active and, at least from their own viewpoint, central 

to the experience. The learner’s decisions, just like the player’s decisions in a video 

game, significantly influence the course and outcome of the learning situation. “The 

parallel between game design and learner positioning within differing theoretical 

perspectives of learning reveals that the values perpetuated in the design of contemporary 

of constructivist learning environments than for design from a behaviorist perspective” 

(Dickey, p. 72). 

 

The Game Generation—How Gamers Think 

Research exists analyzing the thought processes of those who play games 

regularly and whether they differ from nongame players. Much of this research has 

gathered generational data, as younger people have a much higher rate of participation in 
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and spend more time playing games, although middle-aged persons make the most 

purchases (Dickey, 2005). Figure 4 shows video game player demographics in 2005. 

There is a measurable difference in thought and learning among those people for 

whom television and video games are a regular activity (“Gaming Draws Interest,” 2005; 

Beck & Wade, 2005).  

To understand today’s Game Generation learners, it is key for us to distinguish 
and separate those mind changes that come from television from the mind 
changes of the next generations, influenced as well by interactive technologies 
such as video and computer games and the Internet. (Prensky, 2000, p. 55)  

Most importantly, gamers or the game generation are used to being active participants in 

learning experience and have low engagement when placed in the role of passive 

observers (Prensky). “They’ve grown up with games . . . it’s a part of their lives,” and the 

typical student is often just as “interested in taking apart the game and learning what 

components go into the games” as playing them (Toto, 2005, p. B01). 

Figure 4. Game player demographics in 2005. Source: “ESA’s 2005 Essential Facts About 
the Computer and Video Game Industry,” by Entertainment Software Association, 2005, 
Washington, D.C. 
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Prensky (2000) described 10 cognitive style changes he observed between the 

Games Generation and those without game experience. The first, speed, although already 

mentioned needs more explaining. Most gamers respond to input occurring at “twitch 

speed,” which is a high number of images or inputs presented in a short time period. This 

differs significantly from conventional speed of presentation, which gamers may find 

boring compared to the input speed they are used to (Prensky). They are used to learning 

in a connected environment, where wholes are broken into parts emphasizing the 

interrelation of components, and are often frustrated by standalone content with no 

apparent relation to other concepts and ideas. This lack of patience in both speed and 

presentation of content is because of their experiences with and therefore expectations of 

immediate payoffs (Prensky).  

Table 6. 

Prensky’s Cognitive Style Changes 

No. New style Older style 
1 Twitch speed  Conventional speed 
2 Parallel processing  Linear processing 
3 Graphics first  Text first 
4 Random access  Step-by-step 
5 Connected  Standalone 
6 Active  Passive 
7 Play Work 
8 Payoff Patience 
9 Fantasy Reality 
10 Technology-as-friend  Technology-as-foe 

Note. Source: Digital Game-Based Learning, by M. Prensky, 2000, New York: McGraw-
Hill. Used with permission. 

 

The Games Generation customarily sees graphics before text and will focus on 

visual images before words. Being able to read such images is a form of literacy in its 
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own right, which presents important implications for traditional learning and instructional 

design (Gee, 2004). 

Gamers tend to process information in a parallel rather than linear fashion. Rather 

than mastering one step of a process and then building on it to move to the next, they 

experience various portions of a learning experience randomly or simultaneously, 

developing a context that eventually leads to mastery (Prensky, 2000). For gamers, this 

random access to inputs versus systematic access represents the norm among gamers, 

who sometimes feel constrained or bored by systematic structure (Dickey, 2005).  

Finally, gamers see technology as their friend and are unafraid to experiment with 

it. From games to cell phones, gamers see everything as working in a similar manner, 

which increases comfort levels among gamers as they typically have experience with at 

least one technology platform (“Gaming Draws Interest,” 2005). As active learners, 

gamers value highly exploration and fantasy, much to the frequent dismay of the passive, 

reality-based learners of previous generations. Similar conflict can occur due the gamers’ 

value of play versus work and lack of attention to detail or first-time quality of product. 

There is a tendency among gamers to expect the opportunity to redo if necessary (Beck & 

Wade, 2005). 

It’s a generation brought up on video games, and the experience has defined the 
way its members see the business world, how they think about work and risk and 
success, and what they expect of themselves. These attitudes can be confusing to 
boomers—in fact, to anyone who doesn’t intuitively understand game culture. 
(Beck & Wade, 2005, p. 48) 

In a business context, gamers consider risk real and natural, yet they attach less import to 

it. From a learning standpoint, the importance of decisions is significantly different 

between persons who had learning experiences based in the real world and those whose 

learning experiences are typically in virtual realms (Gee, 2004). “As intense and 
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interactive as they are, games automatically teach two things about perspective: first, that 

a little distance is not just useful but normal; and second, that your point of view is a 

choice—and choosing correctly matters” (Beck & Wade, p. 51). 

 

Learning in Video Games 

Prensky (2000) contended that not only can educational content and game style be 

successfully combined, but it also “is possible to combine computer and video games 

with a wide variety of educational content, achieving as good or better results as through 

traditional learning methods in the process” (p. 145). Ideally, the learning feels like a 

game throughout but puts the learners in a learning situation, often without their 

conscious awareness of such, with content and context that guide the learners through 

experience of a given subject matter or area (Prensky, 2000). Although some critics have 

discounted the content aspect of video game-based learning, Gee (2004) contended that 

video games do teach content:  

They situate meaning in a multimodal space through embodied experiences to 
solve problems and reflect on the intricacies of the design of imagined worlds and 
the design of both real and imagined social relationships and identities in the 
modern world. (p. 48) 

Video game-based learning works for three primary reasons, according to 

Prensky’s (2000) research:  

1. Games are engaging, which motivates people to learn. Although this 

engagement must be balanced with learning, often traditional teaching methods are not 

engaging, particularly for younger generations (Prensky, 2000).  

2. Games are also interactive. They provide movement within the learning 

experience based on player action and decisions, where the player’s choices have 
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consequences regarding the progression and outcome of the game. The player learns 

through personal experience within the game domain and discovers content in a 

contextual situation (Prensky, 2000).  

3. Each game provides a unique combination of learning and engagement, which 

when properly balanced draws the player through the learning experience in a fruitful and 

productive way (Prensky, 2000). Gee (2004) concurred that the unique combination of 

player involvement and subtle content and practice exposure provide a highly 

motivational learning environment for those who have learned to function within such a 

paradigm. Barab and Duffy (2000) further supported the learner-centered model provided 

by the video game-based learning context as optimum for problem solving and inquiry 

activities. 

Of course, different types of content and intended audiences require different 

structures to be effective (Prensky, 2000). For example, if a game seeks to teach a theory, 

such as how people learn, its design features open-ended simulations where the player 

could experience the varied results of his or her own learning choices. Such an open-

ended simulation would be less effective, not to mention very hard to design, for a game 

that seeks to teach a foreign language. Similarly, a game intended to increase typing 

speed might emphasize timed drills, an important motivator since time is a key learning 

objective. A game designed to increase creativity, such as where one creates an artwork 

or structure, likely would be less effective under similar time constraints (Prensky). 

Prensky (2000) reported on a 3-year study by the U.S. Navy regarding the 

effectiveness of games as a teaching tool, particularly for those personnel planning to 

serve on submarines. Given that the games have built-in opportunities for success that are 
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achievable by the target population, playing leads to a sense of purpose or the perception 

of control of one’s destiny. The complexity and mystery components typical of games 

(not knowing what will come next) lead to fascination and further engagement. Success 

at the game tasks combined with social reinforcement from other players, online game 

sites, and the like reinforce the player’s sense of confidence. Researchers have described 

this cycle as initiate–persist–succeed, which “leads players of training games to remain 

involved as they initiate game play, adopt a role, control game play, practice skills, solve 

problems, persist to the end, and strive to win (which translates as ‘learn’)” (Prensky, 

2000, pp. 147-148). 

Gee (2004) similarly concluded that video games reinforce a system of learning 

that involves four repeated steps. First, the player probes the virtual world and, based on 

reflection while probing, (second) forms a hypothesis about something. The player then 

reprobes (third) to test out this hypothesis and modifies (fourth) the hypothesis based on 

the results of reprobing (Gee). Many consider this process to be the basis of active 

learning in general, not only in video games. The process additionally leads to greater 

commitment and engagement of the learner in the game. “No appreciative system is 

formed without probing, hypothesizing, reprobing, and rethinking through embodied 

action in a domain in connection with the affinity group associated with the domain” 

(Gee, p. 100).  

Each new learning experience or revelation builds on those previously 

experienced and causes new probing or questions (Schaller & Allison-Bunnell, 2003, p. 

13). In very young children, this can be as simple as binary opposites, but older people 

develop complex mental organization and can typically experience real, significant 



67 

 

learning and growth if given safe opportunities to explore the extremes of their reality 

and their place within it (Schaller & Allison-Bunnell). Video games can provide such 

learning opportunities.  

A cycle of automatization, adaptation, new learning, and new automatization is 
required for those who want to survive as active thinkers and actors in a fast 
changing world that requires mastery of ever newer semiotic domains. . . . Video 
games are quite adept at creating and sustaining this cycle. (Gee, 2004, p. 70)  

Players stretch to the edge of their ability on a regular basis and gain rewards 

when achieving results in such an extended position. “A good video game adapts to the 

level of the player, rewards different players differently (but rewards them all), and often 

stays at the edge of the player’s regime of competence” (Gee, 2004, p. 121). This 

constantly challenges the players and keeps them in a learning situation, rather than 

interspersing areas of challenge beyond the players’ current ability with situations far 

below their earned level of competence. Gee found that learners are most motivated when 

operating on the edge of their resources, where learning is challenging but 

accomplishable, and will spend a lot of time practicing to achieve competence if such 

practice is not boring. A combination of motivation and continued practice is 

fundamental to almost all conclusions regarding learning effectiveness (Dickey, 2005; 

Din & Caleo, 2000; Prensky, 2000).  

A final learning concept that is particularly effective in video game-based 

learning is the practice of beginning players in a simplified version of the game for 

learning purposes. “In a good video game, the player learns to play the game by playing 

in a ‘subdomain’ of the real game” (Gee, 2004, p. 121). For example, a player may begin 

in a game subdomain where enemies are less skilled, the game moves more slowly, or 

choices are limited. After mastering the subdomain, the player moves into the full game, 
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which is usually geared to adjust to player competence, with the game becoming 

progressively more difficult as the player increases in ability, stretching player 

competence and social skill (Dickey, 2005). Additionally, while the player is not thrown 

into the full game at the start, “learning is not started in a separate place (e.g., a classroom 

or textbook) outside the domain in which the learning is going to operate” (Gee, p. 122). 

This allows the learning experience to take place in context of its appropriate semiotic 

domain, as previously described. Traditional school settings rarely apply this concept and 

provide another factor in the popularity and effectiveness of games as opposed to 

traditional learning methods (Gee). 

 

Business Games 

Types of Business Games 

Business simulation games follow two basic models. The first, and historically 

most widely used, is a role-play game (Walters & Coalter, 1997). In this model, students 

assume various roles or jobs within a company and are given a specific time and task that 

would be typical of such a company’s functioning (Walters & Coalter, 1997). The 

instructor then supplies changes in the business situation, and students must respond in 

such a way that most greatly will benefit their company (Walters & Coalter, 1997). These 

games typically feature branching situations, where the players’ actions affect the 

progression and outcome of the game (Dickey, 2005). With increases in technology, 

computer-based versions of such games and new business simulations constructed 

specifically for a computer-learning environment are enjoying an increased popularity 

(Alvisi, Narduzzo, & Zamarian, 2003, p. 612). No longer are such gaming platforms the 
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domain of teenage boys interested in shooting as many enemies as possible (Alvisi, 

Narduzzo, & Zamarian, 2003). Computer-based business simulation games provide all 

the benefits of traditional simulation games when used appropriately but allow for a 

greater number of variables and complexity within the game model (Brawer, 1997). Both 

game constructs can provide an orderly environment for learning and can ensure that 

environment generates a fun and rewarding experience (Orbanes, 2002). Given the huge 

number of business simulation games available, this literature review considers a few 

representative games from both noncomputer-based and computer-based product sectors. 

 

General Simulation Games.  

As stated above, most noncomputer-based simulation games operate on a role-

play model (Walters & Coalter, 1997). These role plays may feature one individual, 

operating as an independent entrepreneur and competing against entrepreneur classmates 

in a given business construct, or may involve a team or larger number of players, who 

work for the same company in different capacities (Dickey, 2005). “The use of a business 

game in a business policy course gives students the opportunity to implement strategic 

concepts with some degree of realism,” an important learning opportunity not typically 

available in other areas of the business instruction curriculum (Walters & Coalter, p. 

172). Games also have the potential to “provide students with opportunities to practice 

and develop evaluation skills” (Brawer, 1997, p. 4) and to “develop workplace 

competencies, fostering an awareness of the global business climate, and providing 

relevant business technology skills” (Black, 2001, p. 3). Unsuccessful game experiences 
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usually points to lack of instructor involvement or competency or to oversimplification or 

over complexity of the simulation model (Black). 

A game based on individual role-play, the Extended Buying Center Game 

(EBCG), “integrates marketing course concepts, theories, and practices; develops skills 

valued by industry; and is adaptive to course design” (Anselmi & Frankel, 2004, p. 169). 

In this simulation game, students take on the role of buyer or vendor, providing 

opportunity for development of negotiating and decision-making skills. Students typically 

play in one role one semester then switch to another role in the next, giving them 

valuable insight into a larger viewpoint of company buying functions (Anselmi & 

Frankel, 2004). Although primarily designed to enhance marketing instruction, the EBCG 

also can be used as an experiential teaching tool for operations, purchasing, and 

management (Anselmi & Frankel, 2004). Students learn in EBCG through involvement 

and discovery, “applying marketing knowledge in a game that they self-report as unique 

and challenging, creative, fun, inventive, enjoyable, relevant, and important to continue” 

(Anselmi & Frankel, 2004, p. 170). Operating on a similar individual role-play model, the 

Ethics Bingo Game’s design augments often-dry textbook exercises, also important since 

“classroom coverage usually does not emphasize the responsibilities accountants have in 

ethical dilemmas” (Haywood, McMullen, & Wygal, 2004, p. 85). This game assists 

accounting students in experiencing and dealing with the complex business dilemmas 

common in the real world that may affect the lives of literally millions of stakeholders 

(Haywood et al., 2004). 

Two team-model simulation games shown to be successful learning opportunities 

are Corporation and Calvados. In 1994, Smith and Golden developed Corporation: A 
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Global Business Simulation that simulates the continuing operations of a multidivisional, 

multinational corporation (Walters & Coalter, 1997). The corporation’s main customers 

are industrial users, and it produces hardware and software products and services specific 

to different areas of the industrial sector (Walters & Coalter). Players placed on different 

teams within the company are responsible for making all the various decisions that would 

affect the future of such a company in real life (Walters & Coalter). In contrast, Calvados 

is a noncomputer role-play game, which uses “the production of French apple brandy and 

considers relevant costs, opportunity costs, and in particular, the determination of the 

optimal internal transfer price” (Hoffjan, 2005, p. 63). Instead of all working for the same 

company, student teams in this simulation are all involved in the same product. For 

example, one team of students is the apple farmers who supply product to the Calvados 

company but are not directly employed by the firm (Hoffjan, 2005). This provides 

students with an opportunity to see the effects of their decision and actions not only 

within a company, but also on the business environment as a whole (Hoffjan, 2005). 

 

Computer-Based Games  

Computer-based business simulation games also offer “sufficient insight into the 

actual operations of a business so that participants can later transfer the simulation model 

strategies into real-life situations” (Brawer, 1997, p. 3). They do so with a complexity 

that is rarely possible in noncomputer-based games. First, computer-based games offer 

learning opportunities across a vast array of business topics. For example, a game called 

Royal Flush helps students learn to consider and deal with cross-cultural issues that 

influence business decisions (Robinson, Lewars, Perryman, Crichlow, Smith, & Vignoe, 
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2000). Stock-Track, a well-known investment game, allows investment management 

students to practice “trading in bonds, options, futures, mutual funds, and spot contracts” 

(McClatchey & Kuhlemeyer, 2000, p. 208). Industry Giant II, a business building 

simulation game previously mentioned, forces students to consider both macro and micro 

impacts on the growth and expansion of a number of different industries (JoWooD, 

2005). 

The Business Strategy Game is a widely used business simulation featuring 

international athletic shoe companies (Doyle & Brown, 2000). Students work in small 

groups to control an independent shoe company that is in competition with other student-

run shoe companies. The presence of other, hostile companies forces students to take 

risks, to develop aggressive and effective strategy, and to anticipate their competitors’ 

strategies (Doyle & Brown, 2000). As competitors in a fiercely competitive industry, 

students must “make numerous decisions regarding product pricing, production, 

marketing and all aspects of company operations in numerous decision periods” (Doyle 

& Brown, 2000, p. 332). This gives the students experience in “developing strategies, 

decision making, team building and core marketing skills” (Doyle & Brown, 2000, p. 

330). 

 

Effectiveness and Use of Business Games 

Business games, particularly those that are computer based, are effective because 

they provide an enhancement and forum for practice of learned material, offer 

increasingly complex situations that stretch players’ learning experience, and provide an 

opportunity for development of skills needed in the business world. The classroom does 
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not offer opportunities for similar development of these skills. As Orbanes (2002) 

contended,  

In many ways, workplaces are like games: both can be structured to avoid 
controversy and even to sweep us up in exciting rhythms of activity, both can 
engage us in challenging tasks while supporting rich experiences off the board, 
and ultimately, a great game and a great workplace can produce the same 
sentiments. (p. 8) 

If school or work challenges learners in non-threatening ways, they will invest 

time and talent in a high-quality outcome and will look forward to repeating the process 

(Orbanes, 2002). Beck and Wade (2005) described games as particularly effective 

teaching tools, in part because they “automatically teach two things about perspective: 

first, that a little distance is not just useful but normal; and second, that your point of 

view is a choice – and choosing correctly matters” (p. 51). 

 

Business Games as Enhancement  

A number of researchers have concluded that simulations most appropriately 

augment, rather than to replace, traditional business instruction (Brawer, 1997; Haywood 

et al., 2004; McClatchey & Kuhlemeyer, 2000). Doyle and Brown (2000) concluded from 

a review of available literature that games are best and therefore most typically used in 

tandem with lectures rather than to replace them; the information from lectures deepens a 

student’s understanding of the game, which in turn reinforces the content of the lecture. 

For example, an elementary school used a simulation game called Dino Park Tycoon, 

combined with age-appropriate business lectures and in-class demonstrations (Ganzert & 

Helms, 1998). The school principal later stated the game “gave students real reasons for 

writing, calculating, estimating, and organizing their thoughts,” which led to noticeable 

benefits in many areas of classroom work (Ganzert & Helms, 1998, p. 54). A game such 
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as Industry Giant II, for example, could both teach and provide business concepts and 

provide experiential learning in history, politics, and economics. JA Titan, a free business 

simulation game available online, allows high school students to become chief executive 

officers (CEOs) of their own manufacturing firm in the year 2030 (“Junior Achievement 

Program,” 2004). The game can be adapted by teachers to “create a series of economic 

scenarios such as a full business cycle; recession only; product introduction phase; or, 

most challenging of all, product obsolescence,” which forces students to consider a 

variety of factors and their effect on businesses and society (“Junior Achievement 

Program,” 2004, p. 26). Instructors use it to support other instruction in business 

principles and across the curriculum (“Junior Achievement Program,” 2004).  

 

Real-World Exposure and Application 

Students appreciate and value simulation games because they perceive the games 

improve their understanding of business and help to develop the skills necessary for 

success (Anselmi & Frankel, 2004). Business situations are often hugely complex, and 

games allow students to experience and work through such situations in a safe 

environment, learning to “sift through complex information and use critical-thinking 

skills to see the situation from the viewpoint of all interested parties” (Haywood et al., 

2004, p. 88). In Industry Giant II, for example, players can gamble in a variety of risky 

business propositions, try and retry various strategies, and never lose more than their 

virtual shirt (JoWooD, 2005). The budding entrepreneur in this and similar games can 

practice various strategies and experience their impact on business as a whole. This 

integrated view of business provided by simulation games causes participants to view 
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decisions as relating to the entire company rather than just to one’s own department, and 

increases coordination across the firm (Hoffjan, 2005). Barrese, Scordis, and Schelhorn 

(2003) further encouraged instructors to use games to “develop the merits of alternative 

business strategies” and to consider their impact company-wide (p. 48). 

Games further incorporate the happenings of luck and chance, a real but often 

neglected component of business instruction (Orbanes, 2002). For example, 

considerations such as weather can be vital to some companies but beyond their control 

(Ganzert & Helms, 1998). Games allow learners to develop “a feel for the interaction of 

management decisions and market stress” not available in typical classroom learning 

activities (Barrese, Scordis, & Schelhorn, 2003, p. 43). Just like in a typical work 

environment, players of computer-based or leveled simulation games find that as they 

master one level of expertise, they must then to move to more difficult scenarios (Gee, 

2004). Gee found that a successful game “adapts to the level of the player, rewards 

different players differently (but rewards them all), and often stays at the edge of the 

player’s regime of competence” (p. 121). Players may end up bankrupt (in which case 

they can start over) or may achieve remarkable success, but all usually enhance their 

business acumen and learn to consider the broad indicators and impact of business life 

(Ganzert & Helms, 1998).  

 

Business Games To Develop Soft Skills 

Finally, simulation games develop teamwork skills, offer a risk-free environment 

for learning, lower fear of failure, and provide quick and relevant feedback to participants 

(Doyle & Brown, 2000). Since business games typically require cooperation with other 
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students, participants must be open to the exchange of opinions within the group and be 

ready to compromise or make trade-offs when faced with opposing goals (Hoffjan, 2005). 

In existing companies, Orbanes (2002) reported that business simulation games can build 

relationships and increase social capital across an organization, increasing “camaraderie, 

mutual understanding, and cooperation” (p. 8). For example, the managerial game 

Income/Outcome has been shown to increase participant appreciation of the importance 

of different departments working together to achieve success (Orbanes, 2002). Similarly, 

transfer pricing is for many firms an ongoing source of internal tension; however, as 

participants work through a game of Calvados, they begin to recognize that the success of 

the entire company depends upon the successful resolution of conflicts between the 

different business units and entities (Hoffjan, 2005). The Extended Buying Center Game 

mentioned previously “covers a broad spectrum of topics with the intent of exposing 

students to a number of basic activities or skill sets – such as problem solving, verbal and 

written communications, and interpersonal skills – that they are likely to use in an 

introductory employment setting” (Anselmi & Frankel, 2004, p. 174).  

Further, games help managers consider complex issues and avoid “assigning the 

best project manager in the Houston office to a client in Winnipeg at the same time that 

the manager is planning her Texas wedding” (Orbanes, 2002, p. 6). Development of such 

negotiation, communication, and other soft skills is nearly impossible in a traditional 

classroom, but all are skills highly prized by and needed in business. In short, “business 

training makes one a better game player, and game playing also trains one for better 

business judgment” (Orbanes, 2002, p. 8).  
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Economics Games 

A wide variety of video games has economic components, most developed along 

simulation principles. Some simulate specific industries, usually from a micro-economic 

standpoint, while others deal with macro-economic, often global economic concerns of 

the real world or some fictitious country. Two of each type is representative of their 

respective categories.  

The earliest of this type of game were the Sim games, such as SimCity, and the 

“tycoon” games, such as 

1. Airport Tycoon 3. 

2. Health and Fitness Club Tycoon. 

3. Lemonade Tycoon 2. 

4. Mall of America Tycoon. 

5. Prison Tycoon. 

6. Railroad Tycoon 3. 

7. Roller Coaster Tycoon 3. 

8. School Tycoon. 

9. Seaworld Adventure Park Tycoon 2. 

10. Starship Tycoon. 

11. Tabloid Tycoon. 

12. Tycoon City: New York. 

13. Zoo Tycoon 2 (Poole, 2000).  

Of these, the tycoon games usually simulate a specific industry and require the 

player to develop companies and eventual empires within the sector (Poole, 2000). The 
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latest example of a game of this type is Tabloid Tycoon, where players run a “scandalous 

newspaper,” requiring them to consider business issues such as risk versus growth 

(Gamespy, 2005). Risks inherent to this specific game include whether to run a 

questionable story, sabotage competitors, or resort to blackmail (Gamespy, 2005). Players 

of all tycoon games additionally must practice typical business functions, such as 

controlling budgets and managing staff (Gamespy, 2005). The game advertises it requires 

hard choices, but players should aspire to growth at any cost (Gamespy, 2005). “You 

won’t make it big [in Tabloid Tycoon] without taking big chances” (Valusoft, 2005, para. 

7).  

Zapitalism is another excellent example of a game simulating a specific business 

(Lavamind, 2005). It is the second in a series of three games, and the company that 

produces the game recommends players with little or no business knowledge begin with a 

game called Gazillionare and then move on to Zapitalism (Lavamind, 2005). The game 

includes easy-to-follow tutorials that quickly get the new player up and running on the 

game, facilitated by intuitive design (Lavamind, 2005). The game also adjusts in 

difficulty, providing a continued challenge to players and allowing students to learn at 

their own pace, an important consideration in any active learning opportunity (Lavamind, 

2005). In the Zapitalism game construct, players build a retail empire in the imaginary 

islands of Mermandan (Lavamind, 2005). Students learn and practice economic concepts 

such as profit margins, supply and demand, inventory management, and financial and 

debt planning, among other things (Lavamind, 2005). True to its real-world paradigm, 

even bad weather can be a factor in game success (Lavamind, 2005).  
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This sort of game allows students to experience various micro-economic impacts 

in a realistic environment. Changes in price or going over budget have real-world 

economic ramifications. Decisions must be made regarding whether to expand the 

business and if so, when. One player may expand aggressively using high-interest loans, 

another more slowly with more conservative funding options. The results of each will be 

different, and players are free to try one option when playing the game one time and 

another option the next time through (Gamespy, 2005). Various fixed environmental 

aspects, such as the overall state of the economy, interest rates, and the like, require 

analysis and consideration when making decisions (Gamespy, 2005). This category of 

economic video game provides excellent experiential learning for students studying either 

general business or some micro-form of economics. 

In contrast, some games deal with economic conditions in a macro-economic 

context, such as an international organization or the government sector. The Sim games 

mentioned above typically involve building an entire country or city, such as ancient 

Rome (Poole, 2000). Again, participants in these games must make strategic resource 

distribution decisions. Players who decide to invest in buildings instead of fire protection 

may have their whole world burn down. 

Created for an international agency, Force Food is a simulation game developed 

by Deepend (Rome, Italy) and Playerthree (London, UK) for World Hunger (2005), 

intended to educate players about world hunger and increase awareness of UN programs 

that address this worldwide problem. The game requires players to take into 

consideration economic variables in additional to cultural, political, and logistic concerns 

(World Hunger, 2005). In this simulation, the player is one of a team of six sent to deal 
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with a major famine crisis in the Indian Ocean, on the imaginary island of Sheylan 

(World Hunger, 2005). Other team members are all experts in some needed area, 

including a nutritionist, a logistics officer, a pilot, an appeals officer, and a director of 

purchasing and planning (World Hunger, 2005). The major economic issue of the game 

revolves around “food insecurity,” a scarcity factor related to the supply issue of food 

products in a given community (World Hunger, 2005). Specific considerations of how to 

distribute limited resource supply in light of increased demand are foundational to the 

game (World Hunger, 2005).  

A similar game aimed at younger players, The Peter Packet Challenge, requires 

players to decide what type of resource or resource mix to supply to a given community 

(Peter Packet, 2005). The goal is saving lives through economic development in third-

world countries, and players face tough decisions whether to provide water supply 

improvements, health care and medicine, improved education, or similar programs (Peter 

Packet, 2005). Real-life locations range from Zimbabwe to Haiti, and the realistic 

conditions of the game promise to be eye opening to players (Peter Packet, 2005). 

Games in this category tackle economics in the scope of wider global issues. They 

are designed not only to teach various economic, business, and logistical concepts, but 

also to educate players on the difficulty of many decisions faced by this sector. For 

example, how does a player chose between clean water for one community and providing 

food for anther, if limited resources will allow only one project? This requires students to 

consider the macro issues regularly faced by governments and other international 

organizations responsible for such economic decisions (World Hunger, 2005).  
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Chavez (2004) studied the use of Aplia, a multimedia Web site designed for 

teaching economics. Aplia uses an asynchronous and interactive set of web-based tools to 

supplement classroom education. Although not a game, Aplia adds the dimension of self-

paced interactivity to the student’s learning assignments. During his study, Chavez 

(2004) found the additional use of Aplia’s interactive assignments significantly improved 

learning. 

 

Management Games 

Video games are particularly suitable as a supplement to business curricula 

because they allow for a complexity similar to the real business world yet almost 

impossible in noncomputer-based games or exercises (Brawer, 1997). Students playing 

these games have the option of trying various strategies, experiencing the results, and 

then repeating the game from a different strategic plan. For example, in the Business 

Strategy Game, students work in groups to manage an athletic shoe company (Doyle & 

Brown, 2000). Other students, running similar companies, compete against each other to 

be the most successful shoe venture (Doyle & Brown, 2000). In addition to providing 

students opportunities for practical decision-making and team-building experience, 

students also must make operational management decisions such as marketing, pricing, 

and production (Doyle & Brown, 2000). 

This type of game type of game typically refers to a simulation because it creates 

a virtual environment that closely mirrors the real world. A number of different kinds of 

game and interactive media products are available related to management concepts, but 

by far the most effective and popular management video games are simulation games 
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(Poole, 2000). These were one of the earliest types of games, usually broadly 

encompassing building an “empire” of some sort, such as found in the Railroad Tycoon 

and other games in the tycoon model (Poole). A significant number of such games are 

now available, and many allow players to develop multiple businesses across historic 

periods of time. For example, a game such as Industry Giant provides experience in 

applying management principles across a number of business ventures, beginning at the 

start of the 20th century and progressing over a number of decades (JoWooD, 2005). 

Players must make many macro decisions typical to upper level business managers, in 

addition to making investment decisions regarding entry into additional business ventures 

(JoWooD). Other recent tycoon type games have become more industry specific. For 

example, Tabloid Tycoon centers on management of a tabloid newspaper and requires 

players to make decisions regarding hiring, expansion, risk, and growth (Gamespy, 

2005). As managers, players notably must decide exactly how morally upright they will 

be in story choice and competition with other papers, allowing players to try out a 

number of managerial ethics models without ending up in more than virtual jail 

(Gamespy). 

Other games operate on a much more micro-oriented simulation concept. For 

example, the U.S. military developed a game, America’s Army, which both provides both 

military training and as a recruitment tool (Zeller & Lyhus, 2005). It is currently the third 

most popular online game worldwide, which the Army heralds as providing a more 

effective recruitment vehicle than all other methods combined (Zeller & Lyhus). 

America’s Army further provides virtual training in battle leadership and other 

management issues specific to the military (Zeller & Lyhus). For example, the Army has 
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realized through its various responses to terrorist threats and overseas operations in recent 

years that any soldier may assume some sort of leadership role in a real-life battle 

situation. The Army therefore identified leadership training as a vital skill for all soldiers, 

even those with lowest rank (Zeller & Lyhus). The America’s Army video game is one of 

the ways the military provides leadership training to lower ranking soldiers, helping to 

prepare them for the unexpected task of managing civilians and other military personnel 

in an emergency (Zeller & Lyhus). 

 

Virtual U 

Technology today allows us to record, analyze, and evaluate the physical world to 

an unprecedented degree. Enterprises in the new millennium are increasingly relying on 

technology to ensure that they meet their mission requirements. It is important to note 

here that, “Educational organizations have been referred to as complex and arcane 

enterprises” (Massy, 1999). For educational institutions, this reliance on technology 

requires new mission statements, revised catalogs and other materials, different learning 

environments and methods of instruction, and, perhaps most significantly, new standards 

for measuring success. To achieve these objectives, several initiatives in the form of web 

based systems, models, scenarios, simulations, and games are being developed and tested. 

Among these approaches, simulations and games are the most effective ones (Massy). 

One such higher education simulation is “Virtual U” also known as Virtual University 

(Virtual U Project, 2003).  

William F. Massy conceived and designed Virtual U. Dr. Massy was a professor, 

university administrator, and is currently the president of the Jackson Hole Higher 
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Education Group (PR Newswire, 2000). Funding came from Alfred P. Sloan Foundation 

in New York while the Institute for Research on Higher Education at the University of 

Pennsylvania (Waters & Toft, 2001) provided the data. In designing the game, Massy and 

Ausubel (Program Director, The Alfred P. Sloan Foundation) included detailed data from 

1,200 U.S. academic institutions, as well as information culled from government sources 

(Schevitz, 2000). Released in 2000, Enlight Software of Hong Kong produced the first 

version that sold commercially for $129 (Blumenstyke, 2000). Today, the game is a free 

download from the Virtual U Website at www.virtual-u.org. 

Developed along the lines of the popular “SimCity” game, see Figure 5, the 

primary objective of the Virtual U game is to develop the skills of the players for running 

a higher education institution such as a college or university. According to Moore and 

Williams (2002) “Virtual U will let you test your skill, judgment, and decisions,” while 

directing an educational institution. This game based environment design specifically 

enables any person to tackle the various scenarios and problems that usually encounter a 

higher educational institution. “The game is driven by a powerful simulation engine that 

uses a combination of micro-analytic and system dynamics methods and draws on an 

extensive compilation of data on the U.S. higher education system” (Massey, 1999).  
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Figure 5. Virtual U main screen. Used with permission. 

The Virtual U game employs several possible working strategies and allows the 

player to success as per their exploratory or learning style (Rainwater et al., 2003). In 

general the player is appointed as the University president and allowed to administer the 

University as a whole. In this role, the player is concerned about institution level policies, 

budget etcetera. Then there are scenario-based strategies such improving teaching or 

research performance in a particular faculty, where the player assumes the role of a 

faculty head (Rainwater, Salkind, Sawyer, & Massy, 2003). As the college president, a 

player confronts a variety of complex issues covering all components of a higher 

education institution (Virtual U Program, 2003). They must address major areas such as 

operating budgets (Figure 6), hiring faculty, and endowment management as well as 

lesser areas such as campus parking and availability of athletic scholarships (Virtual U 
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Program, 2003). The game even includes variables for student and faculty moral 

considerations and prestige of the institution (Virtual U Program, 2003). Lastly, there are 

18 possible chance cards. Chance cards are emergencies that arise during game play 

requiring immediate attention. Virtual University not only allows players to explore 

secondary and tertiary effects of several years worth of actions, but the game also allows 

the player to customize the experience adjusting everything from the size of the faculty 

and student body to the cost of maintaining campus roads and buildings (Conte, 2003). 

 
Figure 6. Virtual U budget screen. Used with permission. 

Moore and Williams (2002) did, however, identify a few limitations in the Virtual 

university system:  
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1. One needs to have extensive administrative knowledge or experience to play 

Virtual U effectively. The amount of prior knowledge required may prohibit some of the 

audiences from using the system. 

2. There is lack of assessment-informed decision making in the game. The 

“teach better” goal is one of the game scenarios, yet there is nowhere a link between the 

teacher quality and the student learning.  

3. Educational quality and prestige indicators are the two performance indicators 

the developer advises the player pay close attention to. Within the educational quality 

framework, one only has access to quantitative inputs and outputs (for example, number 

of degrees granted) rather than measures of quality. There are a limited number of 

variables which a player can chose or adjust (course mix, number of students shut out of 

courses, level of faculty teaching talent, class size, faculty morale, and faculty time 

devoted to teaching activities). The prestige indicator is even more limited.  

4. A final Virtual U limitation identified by Moore and Williams (2002) is its 

lack of flexibility in the area of faculty management. While a player may reallocate 

departmental resources, teaching loads, and priorities in hiring new faculty, they cannot 

actually fire or remove faculty. 

The developers acknowledge on several occasions that the game is complex and 

not easy for beginners (Massey, 1999). Although designed to simulate academia, younger 

students may be more easily attracted to such complex games and learn them quickly. 

Despite the above-mentioned limitations, Virtual U is a useful and laudable effort (Moore 

& Williams, 2002) and is a good introduction to running the day operation of a university 

(Waters & Toft, 2001). 
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Virtual U is designed to educate higher education administrators, not to teach 

general management principles. As Ausubel stated in 2002:  

I scarcely need to mention here that many of those who manage the higher 
education enterprise, including department chairs, deans, provosts, presidents, and 
trustees, have had little chance to play before they find themselves dealing with 
real students, real professors, and real alumni. 
 
As part of a higher education management course, games such as Virtual U 

provide a vital learning experience. For one thing, students are actually willing to invest 

significant amounts of time in learning and mastering a video game (Marinelli & Pausch, 

2004). It often takes 20 – 50 hours to play through such a game, sometimes more if the 

game is particularly complex (Marinelli & Pausch, 2004, p. B16). Although this is the 

same number of hours required in the average college course, students are often more 

willing to commit to this time investment than to their coursework and do so without the 

motivator of receiving a certain grade (Marinelli & Pausch, 2004). This time commitment 

alone can directly enhance learning, according to Marinelli and Pausch. 

 

Opposition to Game-Based Learning 

Game-based learning also has its critics. These criticisms fall into two categories: 

general opposition to game-based learning and criticisms of proponents of game-based 

learning.  Both are described here. 

Two of the leading proponents of game-based learning are Marc Prensky and 

James Paul Gee.  Prensky is an independent writer, speaker, and consultant while Gee is a 

Professor in the Department of Curriculum and Instruction at the University of 

Wisconsin-Madison. Prensky’s advocation of game-based learning is his sole career. In 

his book, Digital Game-Based Learning (2001), he spends less than 1.5% of the space 
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addressing critics in a mocking and condescending way. Additionally, his work lacks 

scientific method and rigor. The fact that his livelihood depends on the adoption of his 

advocacy shows a clear possible conflict of interest. 

Gee, on the other hand, is a serious academic.  However, Gee is a student and an 

advocate of semiotics and that comes through his book, What Video Games Have to 

Teach Us About Learning and Literacy (2004). Semiotic theory runs throughout the 36 

principles he develops in the book. Seeing the ideas surrounding game-based learning 

through the single lens of semiotic domains is limiting.  Therefore, although Gee’s work 

is considered by many as seminal, it may also be considered myopic. 

Squire, like Gee, is a dedicated academic.  Squire’s doctoral dissertation is about 

using the video game Civilization III as a learning game.  Squire is now a consultant for 

the company, Firaxis, who just released Civilization IV. There appears to be a conflict of 

interest as far as academic research is concerned. 

One criticism of game-based learning is the lack of evidence that it works. As 

previously mentioned, Dr. Jan Cannon-Bowers (2006), challenged the efficacy of game-

based learning during a panel discussion during the recent Training 2006 Conference:  

Simulations. We have plenty of empirical studies about simulations over the last 
25 years. We know simulations work. We know simulation improve performance. 
We know simulations improve learning. Yet, I challenge anyone to show me a 
literature review of empirical studies about game-based learning. There are none. 
We are charging head-long into game-based learning without knowing if it works 
or not. We need studies. 

Hostetter (2000) discussed the addictive nature of video gaming.  He argued 

whether or not introducing such predilection to addiction is a good idea for academia. 

Additionally, he questioned whether game-based learning might lead to a lack of 

imagination because students are handed highly creative and imaginary worlds in the 
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games.  According to Epic (2006), game-based learning often not only lacks the intended 

educational impact, but can be a distraction, a disappointment, and destructive to positive 

learning. While Bonk and Dennen (2005) pointed out how prohibitively expensive 

learning video games are to create, Guetl, Dreher, and Maurer (2005) spotlighted the 

added workload requirements for teachers and learning content providers. 

Kyrylov, Bonanni, Kyrylova, and Love (2004) studied the rising trend of business 

games and found several weaknesses. They believed that existing business games did not 

provide effective training for future managers. Part of their work was grouping business 

game weaknesses into the three categories of content, pedagogy, and design. Table 7 

summarizes the weaknesses they found. 

Table 7. 

Business Games Weaknesses 

Content related weaknesses Pedagogical weaknesses Design related weaknesses 
• Poor curriculum 

coverage 
• Lack of synergy 
• Unnecessary learning 

overheads 

• Lack of flexibility 
• Lack of benchmarking 
• Lack of support for 

debriefing 

• Poor emotional 
engagement 

• Poor visualization 
• Insufficient support of 

distributed learning 
 

Conclusion 

Video game-based learning shows promising potential as an effective learning 

environment, because many of the components that makes a good video game are the 

same components that underlay any successful learning experience. Good video games 

provide an interactive learning environment where content occurs in an effective context, 

where learners engage actively in a process of learning discovery and progress on to more 

complex activities and learning situations as their abilities and learning experience 
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increase. Attracting players through fun and challenge, good video games provide a high 

level of engagement, which motivates the player to work hard, practice, and seek out 

learning experiences. When such engagement adds to substantive learning opportunities, 

in any forum, real and significant learning occurs. Unfortunately, while this is a typical 

situation within the video game realm, fewer of today’s students, particularly those who 

have experienced the difference of such learning in a gaming environment, are led to or 

can muster similar engagement (and therefore learning success) in traditional schooling 

situations. Therefore, this study examines the impact of using video game-based learning 

in a business curriculum. 

Using Bloom’s taxonomy and game design theory as starting points, it is easy to 

associate game genres to each level of the taxonomy to create a game-based learning 

taxonomy. This would indicate what game genre would be best to support the desired 

learning objectives or terminal outcomes. Instructional Designers can use this modified 

taxonomy when designing game-based learning if they are designing the game from the 

beginning for learning purposes. Table 8 presents such a model. 
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Table 8. 

Using Bloom’s Learning Taxonomy for Games 

Stage of learning Taxonomy with verbs Learning activities Game genres 

Evaluation appraise, argue, assess, 
attach, choose compare, 
defend estimate, judge, 
predict, rate, core, select, 
support, value, evaluate 

arrange, define, 
duplicate, label, list, 
memorize, name, 
order, recognize, 
relate, recall, repeat, 
reproduce state 

Game show competition 
Sports games 

Flash card games 

Synthesis arrange, assemble, collect, 
compose, construct, 
create, design, develop, 
formulate, manage, 
organize, plan, prepare, 
propose, set up, write 

classify, describe, 
discuss, explain, 
express, identify, 
indicate, locate, 
recognize, report, 
restate, review, 
select, translate 

Open ended simulation 
Role-play games 
Adventure games 
Strategy games 

Analysis analyze, appraise, 
calculate, categorize, 
compare, contrast, 
criticize, differentiate, 
distinguish, examine, 
experiment, question, test 

apply, choose, 
demonstrate, 
dramatize, employ, 
illustrate, interpret, 
operate, practice, 
schedule, sketch, 
solve, use, write  

Persistent state games 
Role-play games 
Adventure games 

Timed games 

Application apply, choose, 
demonstrate, dramatize, 
employ, illustrate, interpret, 
operate, practice, 
schedule, sketch, solve, 
use, write 

analyze, appraise, 
calculate, categorize, 
compare, contrast, 
criticize, differentiate, 
distinguish, examine, 
experiment, question, 
test 

Strategy games 
Adventure games 
Mystery games 

Comprehension classify, describe, discuss, 
explain, express, identify, 
indicate, locate, recognize, 
report, restate, review, 
select, translate 

arrange, assemble, 
collect, compose, 
construct, create, 
design, develop, 
formulate, manage, 
organize, plan, 
prepare, propose, set 
up, write 

Strategy game 
Detective games 
Mystery games 

Simulation games 

Knowledge arrange, define, duplicate, 
label, list, memorize, 
name, order, recognize, 
relate, recall, repeat, 
reproduce state 

appraise, argue, 
assess, attach, 
choose compare, 
defend estimate, 
judge, predict, rate, 
core, select, support, 
value, evaluate 

Strategy games 
Role-play games 
Simulation games 

Mystery games 
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As previously discussed, Brookfield’s ideas are very similar to John Keller’s 

ARCS model of learning as well as Chris Clark’s Principles of game-based learning 

(Figure 3). Comparing a representation of Keller’s ARCS model with a representation of 

Clark’s video game model shows a striking similarity in Figure 7. 

Figure 7. Comparison on Keller’s ARCS to Clark’s Game-based learning.  

 
This chapter provided literature review, the major sections of which are adult 

learning theory, traditional instructions, video game-based learning, how gamers think, 

and an overview of business, economics, and management video games. The chapter also 

includes a section on the implications of related research for the focus and methodology 

of this study. 

Next, chapter 3 explicates the research methods used for the dissertation. It 

presents an overview of the research methodology and rationale, a review of the research 

questions, the research design, and procedures. Lastly, it discusses the methodology of 

data analysis and interpretation. 
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Story Rules Interactivity Consequence

LearningLearningLearning
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Carter’s Gaming Design



94 

 

CHAPTER 3:  
RESEARCH METHOD 

 
Research Design and Methodology 

A causal-comparative (ex post facto) study was conducted at a nationally known 

university campus in Arlington, VA to examine the effectiveness of the addition of a 

commercially available game not originally designed to teach principles of management 

to an upper level undergraduate management principles course. Some instructors started 

using a video game as a teaching supplement in the middle of 2005. Consequently, a 

video game was added to most of the remaining classes teaching 3rd year management 

students. The video game, Virtual U, is a free downloadable game produced by Enlight 

Software, the Jackson Hole Higher Education Group, and the Institute for Research on 

Higher Education at the University of Pennsylvania. Virtual U is a commercially 

available off-the-shelf game not originally designed to teach principles of management. It 

is available at www.virtual-u.org and was to students as a supplement to the regular 

classroom curriculum.  

Causal-comparative research investigates whether one or more preexisting 

conditions have possibly caused differences in groups of participants. It attempts to 

determine reasons, or causes, for the existing condition. In causal-comparative research, 

the researcher attempts to determine the cause, or reason, for preexisting differences in 

groups of individuals (Wallen & Fraenkel, 2001, pp. 330-348). The basic causal 

comparative approach involves starting with an effect and seeking possible causes. Such 

causal-comparative studies are far more common in educational research. Causal-

comparative studies typically involve two (or more) groups and one independent variable, 
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Characteristics of causal-comparative research include the fact that conditions have 

already been met, there is a complete lack of control or ability to manipulate the variable 

under study. The most commonly used inferential statistics are: 

1. t test, used to determine whether the means of two groups are statistically 

different from one another. 

2. ANOVA, used to determine if there is significant difference among the means 

of three or more groups. 

3. Chi square, used to compare group frequencies, or to see if an event occurs 

more frequently in one group than another. 

Despite its several key advantages, causal-comparative research does have some 

serious limitations that should also be kept in mind: 

1. Since the independent variable has already occurred, the same kinds of 

controls cannot be exercised as in an experimental study. 

2. Lack of randomization, manipulation, and control are also weaknesses. 

3. Lack of researcher control. 

4. An apparent cause and effect relationship may not be what it seems 

5. Causes and effects may be reversed. 

6. An external third factor may actually be responsible for both the hypothesized 

case and the hypothesized effect. 

7. The results are, at best, tentative in most cases. 

8. Requires repeated measures to yield definitive results (Wallen & Fraenkel, 

2001, pp. 330-348). 
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The study generated a variety of data sets, allowing comparison of various student 

groupings with relevance to whether they did or did not participate in the game. Data sets 

also included gender, race, and age.  

The various data groups were compared using a bank of standardized test 

questions provided with the course text, Management, (8th ed.) (Griffin, 2004). All 

students used this text for the management principles course and it serves as the guiding 

text for professors. Therefore, using questions from this text ensured that students have 

the same access to text and class content apart from game use and reinforces the 

credibility of results as being attributable to participation in the Virtual U game. 

This study employed A causal-comparative research method, measuring student-

learning outcomes as expressed by scores on a standardized test. Because of the type of 

data produced from student tests, and to test the effectiveness of the game supplement, 

the researcher performed comparisons of means, t tests, ANOVA, and chi-squared tests. 

Data was analyzed from this research and results obtained using Microsoft Excel. As the 

data were expected to be approximately normally distributed, normal curve goodness of 

fit testing was used to test these assumptions. These tests were based on different pairs of 

sample data as laid out in the research questions and accompanying hypothesis previously 

described. In addition, a standard six-step hypothesis test for each research question was 

used to determine whether to reject the null hypothesis. 

 

Method of Inquiry 

This study examined the learning enhancement afforded by a commercially 

available off-the-shelf game not originally designed to teach principles of management, 
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Virtual U, as measured by standardized test scores of students in an introductory 

management course at ABC University in Arlington, VA. This game was supplemental to 

the traditional classroom instruction and text provided to all students in the course, and 

the researcher selected test questions from a bank provided by the textbook publisher to 

ensure comparability between the sample group and remaining students. All students 

were tested using identical testing situations and materials to allow a quantitative 

comparison of the scores of students participating in the game and students not 

participating in game play.  

 

Research Population 

The population participating in this study was 3rd year, junior-level college 

students enrolled in an introductory management course. Testing and other data such as 

gender, age, and ethnicity were obtained from the Academic Department. This 

comparison provides additional credibility for use in results in justifying incorporation of 

this or a similar video game at other ABC campuses and in other college environments.  

Some instructors started using the video game as a teaching supplement in 2005. 

It was the individual instructors who did or did not choose to use the video game as a 

learning supplement.  Consequently, the video game was added to half the classes 

teaching 3rd year management students. Classes using the game did so for 2 hours every 

other class period. Students first were made to play the game tutorial. After that, 

instructors assigned progressively harder scenarios that supported the subject lectures in 

the curriculum. Students were also assigned reflective “lessons learned” after each game 

session in an online threaded discussion. Students had the opportunity to comment on 
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each other’s learning. The study sample were all student scores from all MGMT 303 

Principles of Management classes taught in a standard 15-week day format, an 8-week 

accelerated night and/or weekend format. Approximately one half of students participated 

in the game playing, drawn randomly across courses and instructors.  

 

Examples of Research Data 

This study collected test scores from all students enrolled in the management 

principles course at the Arlington, VA, campus of ABC University. Additional data 

collection included the following while keeping the student identity confidential: (a) class 

number, (b) test score, (c) gender, (d) ethnicity, and (e) age. These data were used both in 

data analysis of test scores and in making demographic generalizations between the 

sample population, the local campus population, and ABC University students on other 

campuses. Such data was kept in the ABC University Oracle Student System database 

and accessible to faculty and staff via the University’s Wide Area Network. 

 

Data Analysis 

 
Instructor Grading 

The first set of tests determined if there was any significant difference between 

instructor grade means. There were seven instructors. One instructor never used the game 

in their class.  Four instructors used the game in some, but not all their classes. Two 

instructors used the game in all their classes.  

 



99 

 

Instructor Grading Question and Hypotheses 

Question A: What was the difference in academic achievement between groups of 

students taught by different instructors who did not use the video game? Table 9 presents 

the hypotheses and null hypotheses corresponding to Instructor Grading Question A. 

Table 9. 

Hypotheses for Question A: Instructors Not Using the Video Game 

Hypothesis A  Hypothesis statement 

Null  
Hypothesis A 

H0 µ1 = µ2 = 
µ3  = µ4 = µ5 

There is no difference in test scores between instructors who 
did not use Virtual U, where 
• µ1 is the mean test score of Instructor A who did not play, 
• µ2 is the mean test score of Instructor B who did not play, 
• µ3  is the mean score of Instructor C who did not play,  
• µ4 is the mean scores of Instructor D who did not play, 
• µ5 is the mean test score of Instructor E who did not play. 
 

Alternate  
Hypothesis A  

Not all five µi 
are equal 

There is a difference in test scores between instructors who 
did not use Virtual U, where 
• µ1 is the mean test score of Instructor A who did not play, 
• µ2 is the mean test score of Instructor B who did not play, 
• µ3  is the mean score of Instructor C who did not play,  
• µ4 is the mean scores of Instructor D who did not play, 
• µ5 is the mean test score of Instructor E who did not play. 

 

Question B: What was the difference in academic achievement between groups of 

students taught by different instructors who did use the video game? Table 10 presents 

the hypotheses and null hypotheses corresponding to Instructor Grading Question B. 
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Table 10. 

Hypotheses for Question B: Instructors Using the Video Game 

Hypothesis B  Hypothesis statement 

Null  
Hypothesis B 

H0 µ2 = µ3 = 
µ4  = µ5 = µ7 = 
µ7 

There is no difference in test scores between instructors who 
did use Virtual U, where 
• µ2 is the mean test score of Instructor B who did play, 
• µ3  is the mean score of Instructor C who did play,  
• µ4 is the mean scores of Instructor D who did play, 
• µ5 is the mean test score of Instructor E who did play,  
• µ6 is the mean test score of Instructor F who did play, 
• µ7 is the mean test score of Instructor G who did play. 
 

Alternate  
Hypothesis B  

Not all six µi 
are equal 

There is a difference in test scores between instructors who 
did use Virtual U, where 
• µ2 is the mean test score of Instructor B who did play, 
• µ3  is the mean score of Instructor C who did play,  
• µ4 is the mean scores of Instructor D who did play, 
• µ5 is the mean test score of Instructor E who did play,  
• µ6 is the mean test score of Instructor F who did play, 
• µ7 is the mean test score of Instructor F who did play. 

 
Demographic Generalization Tests 

The final tests undertaken in this study were general comparisons between ethnic 

demographics of the sample and ethnic demographics of the local campus and ABC 

campuses worldwide. This was accomplished using data obtained from the university’s 

Oracle Student System database previously mentioned and oriented such as Table 11.  

Table 11. 

Ethnic Demographics 

 Sample Arlington Campus ABC University
White 12.82% 18% 42.4% 
Black 68.72% 74% 31% 
Hispanic 15.04% 5% 20.1% 
Asian 3.42% 3% 6.07% 

 

General demographic comparisons eliminate the possibility of skewing specific to 

one campus or geographical area and increase the usefulness of study findings for the 
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university as a whole. A number of tests are available to determine if the relationship 

between two crosstabulated variables such as grade and with/without game is significant. 

One of the more common tests is the chi-square test for homogeneity that compares 

several data sets to determine whether they might be distributed the same across a set of 

categories. One of the advantages of chi-square is that it is appropriate for almost any 

kind of data. (Archambault, 2000; SPSS, 2005).  

 

Independent and Dependent Variables 

The data included both independent and dependent variables. Independent 

variables are group (whether students are in the sample group who participated in playing 

the game or those who did not), overall course grade, gender, race, and age. The 

dependent variable in this study is score on the standardized test. 

 

Null and Alternate Hypothesis Statements  

Research Question 1 and Hypotheses 

Research Question 1: What was the difference in academic achievement between 

students who did use video games in learning and those who did not? Table 12 presents 

the hypotheses and null hypotheses corresponding to Research Question 1. 
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Table 12. 

Hypotheses for Research Question 1: Overall Effect of Playing the Game 

Hypothesis 1  Hypothesis statement 

Null 
Hypothesis 1  

H0 µ1 > µ2 

 

The average test score for students who did not play Virtual U is 
greater than or equal to the average score for students who did 
play Virtual U, where µ1 is the mean test score of students who 
did not play the game and µ2 is the mean test score of students 
who did play the game.  

  
Alternate 
Hypothesis 1 

H1 µ1 < µ2 
 

The average test score for students who did play Virtual U is 
greater than the average test score for students who did not play 
Virtual U, where µ1 is the mean test score of students who did 
not play the game and µ2 is the mean test score of students who 
did play the game. 
 

 

Research Question 2 and Hypotheses 

Research Question 2: What was the difference in academic achievement between 

male and female students who did use video games in learning and those who did not? 

Table 13 presents the hypotheses and null hypotheses corresponding to Research 

Question 2. 

Table 13. 

Hypotheses for Research Question 2: Effect by Gender 

Hypothesis 2  Hypothesis statement 

Null  
Hypothesis 2 

H0 µ1 = µ2 = 
µ3  = µ4 

There is no difference in test scores between genders who 
did and did not play Virtual U, where 
• µ1 is the mean test score of Males who did not play,  
• µ2 is the mean test score of Females who did not play, 
• µ3  is the mean score of Males who did play,  
• µ4 is the mean scores of Females who did play. 
 

Alternate  
Hypothesis 2  

Not all four µi 
are equal 

There is a difference in test scores between genders who did 
and did not play Virtual U, where 
• µ1 is the mean test score of Males who did not play,  
• µ2 is the mean test score of Females who did not play, 
• µ3  is the mean score of Males who did play,  
• µ4 is the mean scores of Females who did play. 
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Research Question 3 and Hypotheses 

Research Question 3: What was the difference in academic achievement between 

ethnic groups of students who did use video games in learning and those who did not? 

Table 14 presents the hypotheses and null hypotheses corresponding to Research 

Question 3. 

Table 14. 

Hypotheses for Research Question 3: Effect by Race/Ethnicity 

Hypothesis 3  Hypothesis statement 

Null  
Hypothesis 3 

H0 µ1 = µ2 = 
µ3  = µ4 = µ5 = 
µ6 = µ7 = µ8 

There is no difference in test scores between ethnicities who 
did and did not play Virtual U, where 
• µ1 is the mean test score of Whites who did not play,  
• µ2 is the mean test score of Blacks who did not play, 
• µ3  is the mean score of Hispanics who did not play,  
• µ4 is the mean scores of Asians who did not play, 
• µ5 is the mean test score of Whites who did play,  
• µ6 is the mean test score of Blacks who did play, 
• µ7  is the mean score of Hispanics who did play,  
• µ8 is the mean scores of Asians who did play. 
 

Alternate  
Hypothesis 3  

Not all eight 
µi are equal 

There is a difference in test scores between ethnicities who 
did and did not play Virtual U, where 
• µ1 is the mean test score of Whites who did not play,  
• µ2 is the mean test score of Blacks who did not play, 
• µ3  is the mean score of Hispanics who did not play,  
• µ4 is the mean scores of Asians who did not play, 
• µ5 is the mean test score of Whites who did play,  
• µ6 is the mean test score of Blacks who did play, 
• µ7  is the mean score of Hispanics who did play,  
• µ8 is the mean scores of Asians who did play. 

 

Research Question 4 and Hypotheses 

Research Question 4: What was the difference in academic achievement between 

age groups of students who did use video games in learning and those who did not? Table 

15 presents the hypotheses and null hypotheses corresponding to Research Question 4. 
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Table 15. 

Hypotheses for Research Question 4: Effect by Age 

Hypothesis 4  Hypothesis statement 

Null 
Hypothesis 4 

H0 µ1 = µ2 = µ3  
= µ4 = µ5 = µ6  

There is no difference in test scores between ages who did and 
did not play Virtual U, where 
• µ1 is the mean score of students 18 – 20 who did not play,  
• µ2 is the mean score of students 21 – 30 who did not play,  
• µ3  is the mean score of students 31 – 40 who did not play,  
• µ4 is the mean scores of students 41 – 50 who did not play,  
• µ5 is the mean score of students 18 – 20 who did play,  
• µ6 is the mean score of students 21 – 30 who did play,  
• µ7  is the mean score of students 31 – 40 who did play,  
• µ8 is the mean scores of students 41 – 50 who did play.  
 

Alternate 
Hypothesis 4  

Not all six µi 
are equal 

There is a difference in test scores between ages who did and 
did not play Virtual U, where 
• µ1 is the mean score of students 18 – 20 who did not play,  
• µ2 is the mean score of students 21 – 30 who did not play,  
• µ3  is the mean score of students 31 – 40 who did not play,  
• µ4 is the mean scores of students 41 – 50 who did not play,  
• µ5 is the mean score of students 18 – 20 who did play,  
• µ6 is the mean score of students 21 – 30 who did play,  
• µ7  is the mean score of students 31 – 40 who did play,  
• µ8 is the mean scores of students 41 – 50 who did play. 

 
Analysis 

Each research question was analyzed using the following statistical tests: 

1. Instructor Grading Question A was analyzed with a one way ANOVA test. 

The One-Way ANOVA procedure produces a one-way analysis of variance for a 

quantitative dependent variable by a single factor (independent) variable. Analysis of 

variance is used to test the hypothesis that several means are equal. This technique is an 

extension of the two-sample t test. (SPSS, 2005). 

2. Instructor Grading Question B was analyzed with a one way ANOVA test. 

3. Demographic generalizations was tested using chi-square testing.  A number 

of tests are available to determine if the relationship between two crosstabulated variables 
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such as grade and with/without game is significant. One of the more common tests is chi-

square. One of the advantages of chi-square is that it is appropriate for almost any kind of 

data. (Archambault, 2000; SPSS, 2005). 

4. Research Question 1 was analyzed using a one tail t test. The one tail t test 

compares means for two groups of cases. Ideally, the participants should be randomly 

assigned to the two groups, so that any difference in response is due to dependent 

variable and not to other factors. However, we already know this is not the case with this 

study. In such situations, you should ensure that differences in other factors, such as 

instructor grading variations, are not masking or enhancing a significant difference in 

means (SPSS, 2005).  

5. Research Question 2 was analyzed with a one way ANOVA test with a 

follow-on Tukey’s Post Hoc. 

6. Research Question 3 was analyzed with a one way ANOVA test with a 

follow-on Tukey’s Post Hoc. 

7. Research Question 4 was analyzed with a one way ANOVA test with a 

follow-on Tukey’s Post Hoc. 

 

Confidentiality 

The ABC University Academic Affairs Department provided the data. The 

researcher obtained 579 test scores along with the following information: gender, 

ethnicity, age, and class unit. The class unit identified which test scores came from 

classes taught with and without the game supplement. The information was put on a 

Microsoft Excel spreadsheet. Only the researcher had access to the file on a password-
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protected laptop PC kept in a locked office. The data file was not accessible via the 

university network. Again, once the researcher obtained the data file, there were no 

student names collected. 

ABC University is primarily a teaching school and not a research school and, 

consequently, does not have an Institutional Review Board (IRB). However, the 

researcher applied for authorization to access student records, for research purposes, from 

the Vice President of Academic Affairs, to conduct secondary analyses with a 

confidential dataset (with an acknowledgement that the researcher would be working 

with de-identified data).  
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CHAPTER 4:  
RESULTS 

 

Introduction 

This chapter contains the overall data analysis, presentation, interpretation, and 

explanation of the data. Tables and figures are given in order to make the data analysis 

clear. Outcomes are clearly interpreted within the context of the research questions. Data 

collected included student test scores, class number, test score, gender, ethnicity, and age. 

Because of the type of data produced, and to test the effectiveness of the game 

supplement, means tests, ANOVA, chi-squared tests, and t tests were performed.  Data 

from this research were analyzed and results were obtained using Microsoft Excel.  These 

tests were based on different pairs of sample data as laid out in the six questions and 

accompanying hypothesis previously described. See Table 16 for the descriptive statistics 

of this case. 
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Table 16. 

Descriptive Statistics 

 n Mean
Sample 
Variance

Sample 
Standard 
Deviation Min Max 

Normal 
Curve GOF 

p-value 
Instructor AAA w/o Game 100 69.63 387.87 19.69 28 102  .1748 
Instructor BBB w/o Game 49 69.80 364.29 19.09 27 100  .7872 
Instructor CCC w/o Game 23 65.39 528.34 22.99 20 100  .8894 
Instructor DDD w/o Game 29 67.17 464.58 21.55 17 100  .2106 
Instructor EEE w/o Game 51 66.84 441.09 21.00 20 100  .4971 
Instructor BBB w/Game 31 90.65 334.44 18.29 22 105  8.38E-14 
Instructor CCC w/Game 55 92.18 196.89 14.03 50 105  4.85E-24 
Instructor DDD w/Game 45 89.96 239.91 15.49 45 102  2.31E-17 
Instructor EEE w/Game 22 89.23 300.28 17.33 40 102  3.19E-07 
Instructor FFF w/Game 75 89.89 293.93 17.14 35 101  1.50E-35 
Instructor GGG w/Game 98 88.82 324.15 18.00 30 100  2.16E-50 
All w/o Game  252 68.43 411.13 20.28 17 102  .0008 
All w/Game  326 89.99 280.45 16.75 22 105  6.05E-140 
Male w/o Game  152 69.57 404.39 20.11 17 102  .0131 
Female w/o Game  100 66.70 420.56 20.51 20 100  .0730 
Male w/Game  192 90.68 276.72 16.63 22 105  3.80E-84 
Female w/Game  134 89.01 286.26 16.92 30 102  2.56E-57 
White w/o  47 72.15 409.43 20.23 28 100  .3476 
White w  26 83.96 272.12 16.50 50 100  .0007 
Black w/o  175 67.64 436.23 20.89 17 102  .0123 
Black w  225 89.43 306.86 17.52 30 105  5.95E-89 
Hispanic w/o  30 67.20 263.82 16.24 33 92  .4579 
Hispanic w  56 92.43 229.96 15.16 22 102  4.42E-29 
Asian w  19 97.74 26.09 5.11 80 101  1.65E-13 
18-20 w/o  46 63.59 346.47 18.61 20 93  .6933 
18-20 w  34 92.79 87.56 9.36 60 100  3.29E-06 
21-30 w/o  140 65.20 440.84 21.00 17 100  .0912 
21-30 w  209 90.16 286.42 16.92 22 105  7.92E-93 
31-40 w/o  48 76.88 272.79 16.52 33 100  .0514 
31-40 w  49 96.37 74.61 8.64 60 105  3.56E-28 
41-50 w/o  18 83.39 206.72 14.38 50 102  .2290 
41-50 w  34 76.97 517.30 22.74 30 105  .0001 
For the normal curve goodness of fit test, α = .05 

 

Distribution 

One of the assumptions for ANOVA tests and t tests is that the data were 

approximately normally distributed (SPSS, 2005). As highlighted in Table 1, several of 
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the sample groups are not normally distributed (α = 0.05).  Since the ANOVA is quite 

robust over moderate violations of the distribution assumption (Steckler & Oleson, 2005), 

it was still used. Additionally, Research Question 1 was analyzed using the Microsoft 

Data Analysis one-tail t test assuming unequal variances and not the one-tail t test 

assuming equal variances.  

 

Instructor Grading 

The first set of tests was used to determine if there was any significant difference 

between instructor grade means. There were seven instructors. One instructor never used 

the game in the class.  Four instructors used the game in some, but not all, of their 

classes. Two instructors used the game in all their classes.  

 

Instructor Grading Question and Hypotheses 

Question A: What is the difference in academic achievement between groups of 

students taught by different instructors who did not use the video game? Table 17 

presents the hypotheses and null hypotheses corresponding to Instructor Grading 

Question A. 
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Table 17. 

Hypotheses for Question A: Instructors Not Using the Video Game 

Hypothesis A  Hypothesis statement 

Null  
Hypothesis A 

H0 µ1 = µ2 = 
µ3  = µ4 = µ5 

There is no difference in test scores between instructors who 
did not use Virtual U, where 
• µ1 is the mean test score of Instructor A who did not play, 
• µ2 is the mean test score of Instructor B who did not play, 
• µ3  is the mean score of Instructor C who did not play,  
• µ4 is the mean scores of Instructor D who did not play, 
• µ5 is the mean test score of Instructor E who did not play. 
 

Alternate  
Hypothesis A  

Not all five µi 
are equal 

There is a difference in test scores between instructors who 
did not use Virtual U, where 
• µ1 is the mean test score of Instructor A who did not play, 
• µ2 is the mean test score of Instructor B who did not play, 
• µ3  is the mean score of Instructor C who did not play,  
• µ4 is the mean scores of Instructor D who did not play, 
• µ5 is the mean test score of Instructor E who did not play. 

 

Instructor Grading Question A was analyzed with a one-way ANOVA test. The 

one-way ANOVA procedure produces a one-way analysis of variance for a quantitative 

dependent variable by a single factor (independent) variable. Analysis of variance was 

used to test the hypothesis that several means are equal. This technique is an extension of 

the two-sample t test. (SPSS, 2005). Table 18 shows the ANOVA test found no 

significant difference between Instructor means who taught without the game.   

Table 18. 
Question A One Way ANOVA 

Source SS df MS F p-value
Treatment 622.08 4 155.521 0.37 .8267 
Error 102,571.6 247 415.270   
Total 103,193.7 251    

As p > .05, accept H0 
 

1. Hypothesis A: 
H0: µ1 = µ2 = µ3 = µ4 = µ5 
H1: Not all five means are equal  

2. α = .05 
3. Test statistic: F-statistic 
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4. Decision criterion: Reject H0 and accept H1  if p-value < .05 
5. Calculation: p-value = 0.8267 
6. Conclusion: Based on the results of this sample and analysis, accept the null 

hypothesis. There was no significant difference between Instructor means who taught 
without the game.   

 

Question B: What is the difference in academic achievement between groups of 

students taught by different instructors who did use the video game? Table 19 presents 

the hypotheses and null hypotheses corresponding to Instructor Grading Question B. 

Table 19. 

Hypotheses for Question B: Instructors Using the Video Game 

Hypothesis B  Hypothesis statement 

Null  
Hypothesis B 

H0: µ2 = µ3 = 
µ4  = µ5 = µ7 = 
µ7 

There is no difference in test scores between instructors who 
did use Virtual U, where 
• µ2 is the mean test score of Instructor B who did play, 
• µ3  is the mean score of Instructor C who did play,  
• µ4 is the mean scores of Instructor D who did play, 
• µ5 is the mean test score of Instructor E who did play,  
• µ6 is the mean test score of Instructor F who did play, 
• µ7 is the mean test score of Instructor G who did play. 
 

Alternate  
Hypothesis B  

Not all six 
means are 
equal 

There is a difference in test scores between instructors who 
did use Virtual U, where 
• µ2 is the mean test score of Instructor B who did play, 
• µ3  is the mean score of Instructor C who did play,  
• µ4 is the mean scores of Instructor D who did play, 
• µ5 is the mean test score of Instructor E who did play,  
• µ6 is the mean test score of Instructor F who did play, 
• µ7 is the mean test score of Instructor F who did play. 

 

Again, a One-Way ANOVA procedure was used. Table 20 shows the ANOVA 

test found there was no significant difference between Instructor means who taught with 

the game.   
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Table 20. 

Question B One Way ANOVA 

Source SS df MS F p-value
Treatment 426.08  5 85.216 0.30 .9123
Error 90,720.89  320 283.503   
Total 91,146.97  325       

As p > .05, accept H0 

 
1. Hypothesis B: 

H0: µ1 = µ2 = µ3 = µ4 = µ5 
H1: Not all five means are equal  

2. α = .05 
3. Test statistic: F-statistic 
4. Decision criterion: Reject H0 and accept H1  if p-value < .05 
5. Calculation: p-value = 0.9123 
6. Conclusion: Based on the results of this sample and analysis, accept the null 

hypothesis. There was no significant difference between Instructor means who taught 
with the game.   

 

Demographic Generalization Tests 

The next tests undertaken in this study were general comparisons between gender 

and ethnic demographics of the sample and gender and ethnic demographics of the local 

campus and ABC campuses worldwide. This was accomplished using data obtained from 

the university’s Oracle Student System database previously mentioned.  A number of 

tests were available to determine if the relationship between two crosstabulated variables 

such as location and gender/ethnicity significant. One of the more common tests is chi-

square. One of the advantages of chi-square is that it is appropriate for almost any kind of 

data. Tables 21 shows the gender demographic of the test sample is representative of the 

campus and larger university while Table 22 shows the demographic of the ethnicity test 

sample is not representative of the larger university.  
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Table 21. 

Gender Chi-Squared Test 

  Women  Men  Total  
University Observed  39  61  100  
 Expected   39.02  60.78  99.80  
Campus Observed  38  62  100  
 Expected   39.10  60.90  100.00  
Sample Observed  40  60  100  
 Expected   39.10  60.90  100.00  
Total Observed  117  183  300  
 Expected   117.21  182.59  299.80  
chi-square .12   
df 2   
p-value .9412   

As p > .05, accept H0 
 
 

1. Hypothesis: 
H0 = The three groups are homogeneous 
H1 = The three groups are different 

2. α = .05 
3. Test statistic: Chi-Squared 
4. Decision criteria: Reject H0 and accept H1  if p-value > .05 
5. Calculation: p-value = 0.9412 
6. Conclusion: Accept the Null Hypothesis.  The gender demographic of the test sample 

is representative of the campus and larger university. 
 

Table 22. 

Ethnicity Chi-Squared Test 

  Asian  Black  Hispanic  White  Total  
University Observed  6  31  20  42  100  
 Expected   4.15  57.74  13.34  24.34  99.57  
Campus Observed  3  74  5  18  100  
 Expected   4.17  57.99  13.40  24.44  100.00  
Sample Observed  3  69  15  13  100  
 Expected   4.17  57.99  13.40  24.44 100.00  
Total Observed  12  174  40  73  300  
 Expected   12.49  173.72  40.14  73.22  299.57  
chi-square 49.66     
df 6     
p-value 5.50E-09     

As p < .05, reject H0 
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1. Hypothesis: 
H0 = The three groups are homogeneous 
H1 = The three groups are different 

2. α = .05 
3. Test statistic: Chi-Squared 
4. Decision criteria: Reject H0 and accept H1  if p-value > .05 
5. Calculation: p-value = 5.50E-09 
6. Conclusion: The samples are significantly different.  The ethnicity demographic of 

the test sample is not representative of the larger university. 
 

Research Questions 

Research Question 1 

Research Question 1 was analyzed using a one-tail t test. The one-tail t test 

compares means for two groups of cases. Ideally, the participants should be randomly 

assigned to the two groups, so that any difference in response is due to dependent 

variable and not to other factors. However, it is already known this is not the case with 

this study. Care was taken to ensure differences in other factors, such as instructor 

grading variations, was taken into account to prevent masking or enhancing a significant 

difference in means (SPSS, 2005).  

To decide which t test to use, an F-test was used to test the equality of variances.  

Table 23 shows the Calculated value is greater than the Critical value, which indicates no 

difference between the variances and so a t test assuming equal variances can be used. 

Table 23. 

Test for Equality of Variances 

  
All w/o 
Game All w/Game 

Mean 68.42857143 89.99079755
Variance 411.1303358 280.4522227
Observations 252 326
df 251 325
Calculated F Value 1.465954991  
P(F<=f) one-tail (f) 0.00060238  
F Critical one-tail 1.214549757   
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Research Question 1: What is the difference in academic achievement between 

students who use video games in learning and those who do not? Table 24 presents the 

hypotheses and null hypotheses corresponding to Research Question 1. 

Table 24. 

Hypotheses for Research Question 1: Overall Effect of Playing the Game 

Hypothesis 1  Hypothesis statement 

Null 
Hypothesis 1  

H0 µ1 > µ2 

 

The average test score for students who did not play Virtual U is 
greater than or equal to the average score for students who did 
play Virtual U, where µ1 is the mean test score of students who 
did not play the game and µ2 is the mean test score of students 
who did play the game.  

  
Alternate 
Hypothesis 1 

H1 µ1 < µ2 
 

The average test score for students who did play Virtual U is 
greater than the average test score for students who did not play 
Virtual U, where µ1 is the mean test score of students who did 
not play the game and µ2 is the mean test score of students who 
did play the game. 
 

 

A one-tail t test for equality of means was used in the analysis, as emphasis was 

on higher scores representing one end of the sampling distribution.  The set of test scores 

from those students who did not use the game was compared to the set of test scores from 

students who did use the game in Table 25.  

Table 25. 
One-tail t Test  

  All w/o Game All w/Game 
Mean 68.428571 89.9907975
Variance 411.13034 280.452223
Observations 252 326
df 482  
t Stat -13.6597  
P (T<=t) one-tail 1.929E-36  
t Critical one-tail 1.6480211  

As p < .05, reject H0 
 

1. Hypothesis: 
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H0: µ1 > µ2 
H1: µ1 < µ2  

2. α = .05 
3. Test statistic: t statistic for a one-tail t test equality of the means 
4. Decision criterion: Reject H0 and accept H1  if p-value < .05 
5. Calculation: p-value = 1.929E-36  
6. Conclusion: Based on the results of this sample and analysis, adopt the research 

hypothesis.  There was a significant difference between the two means. The average 
test score for students who did play Virtual U is significantly greater than the average 
test score for students who did not play Virtual U. 

 

Research Question 2 

Research Question 2: What is the difference in academic achievement between 

male and female students who use video games in learning and those who do not? Table 

26 presents the hypotheses and null hypotheses corresponding to Research Question 2. 

Table 26. 

Hypotheses for Research Question 2: Effect by Gender 

Hypothesis 2  Hypothesis statement 

Null  
Hypothesis 2 

H0 µ1 = µ2 = 
µ3  = µ4 

There is no difference in test scores between genders who 
did and did not play Virtual U, where 
• µ1 is the mean test score of Males who did not play,  
• µ2 is the mean test score of Females who did not play, 
• µ3  is the mean score of Males who did play,  
• µ4 is the mean scores of Females who did play. 
 

Alternate  
Hypothesis 2  

Not all four 
means are 
equal 

There is a difference in test scores between genders who did 
and did not play Virtual U, where 
• µ1 is the mean test score of Males who did not play,  
• µ2 is the mean test score of Females who did not play, 
• µ3  is the mean score of Males who did play,  
• µ4 is the mean scores of Females who did play. 

 

Again, a one way ANOVA test was used with a follow-on Tukey’s Post Hoc.  As 

the ANOVA showed significant difference, the Tukey test was used to show which 

means were different. Table 27 presents the ANOVA test. 
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Table 27. 

Gender ANOVA Test  

Source SS    df MS F    p-value 
Treatment 66,796.51  3 22,265.503 66.01 1.12E-36
Error 193,625.31  574 337.326   
Total 260,421.82  577       

As p < .05, reject H0 
 

1. Hypothesis: 
H0: µ1 = µ2 = µ3 = µ4 
H1: Not all four means are equal 

2. α = .05 
3. Test statistic: F-statistic 
4. Decision criteria: Reject H0 and accept H1  if p-value > .05 
5. Calculation: p-value = 1.12E-36 
6. Conclusion: Based on the results of this sample and analysis, adopt the research 

hypothesis. Not all four means are equal. 
 

The Tukey test was used to show pairwise p-values. This test compares each pair 

of data in the table which, in this case, means comparing the means from each row with 

the means for each column.  Table 28 shows that if the p-value is less than .05, that pair 

shows a significant difference. 

Table 28. 

Research Question 2 Tukey Test 

Post hoc analysis: Tukey p-values for pairwise t tests 

 
Female 

w/o Game 
Male 

w/o Game 
Female 
w/Game 

Male 
w/Game 

  66.7 69.6 89.0 90.7 
Female w/o Game 66.7       
Male w/o Game 69.6  .2261       
Female w/Game 89.0  7.08E-19 5.61E-18     
Male w/Game 90.7  4.82E-24 4.77E-24 .4197   
p-value for experiment pairwise error rate: α = 0.05 

 
From the Tukey’s Post Hoc, the following pairs are significantly different: 

• Female w/o Game – Female w/Game 
• Female w/o Game – Male w/Game 
• Male w/o Game – Male w/Game 
• Male w/o Game – Female w/Game 
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Research Question 3 

Research Question 3: What is the difference in academic achievement between 

ethnic groups of students who use video games in learning and those who do not? Table 

29 presents the hypotheses and null hypotheses corresponding to Research Question 3. 

Table 29. 

Hypotheses for Research Question 3: Effect by Race/Ethnicity 

Hypothesis 3  Hypothesis statement 

Null  
Hypothesis 3 

H0 µ1 = µ2 = 
µ3  = µ4 = µ5 = 
µ6 = µ7 = µ8 

There is no difference in test scores between ethnicities who 
did and did not play Virtual U, where 
• µ1 is the mean test score of Whites who did not play,  
• µ2 is the mean test score of Blacks who did not play, 
• µ3  is the mean score of Hispanics who did not play,  
• µ4 is the mean scores of Asians who did not play, 
• µ5 is the mean test score of Whites who did play,  
• µ6 is the mean test score of Blacks who did play, 
• µ7  is the mean score of Hispanics who did play,  
• µ8 is the mean scores of Asians who did play. 
 

Alternate  
Hypothesis 3  

Not all eight 
means are 
equal 

There is a difference in test scores between ethnicities who 
did and did not play Virtual U, where 
• µ1 is the mean test score of Whites who did not play,  
• µ2 is the mean test score of Blacks who did not play, 
• µ3  is the mean score of Hispanics who did not play,  
• µ4 is the mean scores of Asians who did not play, 
• µ5 is the mean test score of Whites who did play,  
• µ6 is the mean test score of Blacks who did play, 
• µ7  is the mean score of Hispanics who did play,  
• µ8 is the mean scores of Asians who did play. 

 

A one way ANOVA test was used with a follow-on Tukey’s Post Hoc.  As the 

ANOVA showed significant difference, the Tukey test was used to show which means 

were different. Table 23 presents the ANOVA test. 
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Table 30. 

Ethnicity ANOVA Test  

Source SS    df MS F    p-value 
Treatment 69,375.34  6 11,562.557 34.56 1.16E-35
Error 191,046.48  571 334.582   
Total 260,421.82  577       

As p < .05, reject H0 
 

1. Hypothesis: 
H0: µ1 = µ2 = µ3 = µ4 = µ5 = µ6 = µ7 = µ8 
H1: Not all eight means are equal 

2. α = .05 
3. Test statistic: F-statistic 
4. Decision criteria: Reject H0 and accept H1  if p-value > .05 
5. Calculation: p-value = 1.16E-35 
6. Conclusion: Based on the results of this sample and analysis, adopt the research 

hypothesis. Not all four means are equal. 
 

The Tukey test in Table 31 shows that if the p-value is less than .05, that pair 

shows a significant difference. 

Table 31. 

Research Question 3 Tukey Test 

Post hoc analysis: Tukey p-values for pairwise t tests 

  
Hispanic 

w/o Black w/o 
White 
w/o 

White 
w 

Black 
w 

Hispanic 
w 

Asian 
w 

  67.2 67.6 72.1 84.0 89.4 92.4 97.7 
Hispanic w/o 67.2          
Black w/o 67.6  .9032        
White w/o 72.1  .2474 .1341       
White w/Game 84.0  .0007 2.55E-05 .0085      
Black w/Game 89.4  7.95E-10 5.57E-29 6.61E-09 .1497     
Hispanic w/Game 92.4  2.00E-09 1.31E-17 3.25E-08 .0516 .2723   
Asian w/Game 97.7  1.99E-08 2.45E-11 3.67E-07 .0129 .0577 .2748  
p-value for experiment pairwise error rate: α = 0.05 
 

From the Tukey’s Post Hoc, the following pairs are significantly different: 
 

• White w/Game – Hispanic w/o Game 
• White w/Game – Black w/o Game 
• White w/Game – White w/o Game 
• Black w/Game – Hispanic w/o Game 

• Hispanic w/Game – Black w/o Game 
• Hispanic w/Game – White w/o Game 
• Asian w/Game – Hispanic w/o Game 
• Asian w/Game – Black w/o Game 
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• Black w/Game – Black w/o Game 
• Black w/Game – White w/o Game 
• Hispanic w/Game – Hispanic w/o 

Game 

• Asian w/Game – White w/o Game 
• Asian w/Game – White w/Game 
 

 
Research Question 4 

Research Question 4: What is the difference in academic achievement between 

age groups of students who use video games in learning and those who do not? Table 32 

presents the hypotheses and null hypotheses corresponding to Research Question 4. 

Table 32. 
Hypotheses for Research Question 4: Effect by Age 

Hypothesis 4  Hypothesis statement 

Null 
Hypothesis 4 

H0 µ1 = µ2 = µ3  
= µ4 = µ5 = µ6  

There is no difference in test scores between ages who did and 
did not play Virtual U, where 
• µ1 is the mean score of students 18 – 20 who did not play,  
• µ2 is the mean score of students 21 – 30 who did not play,  
• µ3  is the mean score of students 31 – 40 who did not play,  
• µ4 is the mean scores of students 41 – 50 who did not play,  
• µ5 is the mean score of students 18 – 20 who did play,  
• µ6 is the mean score of students 21 – 30 who did play,  
• µ7  is the mean score of students 31 – 40 who did play,  
• µ8 is the mean scores of students 41 – 50 who did play.  
 

Alternate 
Hypothesis 4  

Not all six 
means are 
equal 

There is a difference in test scores between ages who did and 
did not play Virtual U, where 
• µ1 is the mean score of students 18 – 20 who did not play,  
• µ2 is the mean score of students 21 – 30 who did not play,  
• µ3  is the mean score of students 31 – 40 who did not play,  
• µ4 is the mean scores of students 41 – 50 who did not play,  
• µ5 is the mean score of students 18 – 20 who did play,  
• µ6 is the mean score of students 21 – 30 who did play,  
• µ7  is the mean score of students 31 – 40 who did play,  
• µ8 is the mean scores of students 41 – 50 who did play. 

 

A one way ANOVA test was used with a follow-on Tukey’s Post Hoc.  As the 

ANOVA showed significant difference, the Tukey test was used to show which means 

were different. Table 33 presents the ANOVA test. 
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Table 33. 

Age Groups ANOVA Test  

Source SS    df MS F    p-value 
Treatment 84,101.04  7 12,014.434 38.84 1.35E-44 
Error 176,320.79  570 309.335   
Total 260,421.82  577       

As p < .05, reject H0 
 

1. Hypothesis: 
H0: µ1 = µ2 = µ3 = µ4 = µ5 = µ6 = µ7 = µ8 
H1: Not all eight means are equal 

2. α = .05 
3. Test statistic: F-statistic 
4. Decision criteria: Reject H0 and accept H1  if p-value > .05 
5. Calculation: p-value = 1.35E-44 
6. Conclusion: Based on the results of this sample and analysis, adopt the research 

hypothesis. Not all four means are equal.  
 
 
The Tukey test in Table 34 shows that if the p-value is less than .05, that pair 

shows a significant difference. 

Table 34. 

Research Question 4 Tukey Test 

Post hoc analysis: Tukey p-values for pairwise t tests 

  

18-20 
w/o 

Game 

21-30 
w/o 

Game 

31-40 
w/o 

Game 

41-50 
w/ 

Game 

41-50 
w/o 

Game 

21-30 
w/ 

Game

18-20 
w/ 

Game

31-40 
w/ 

Game
  63.6 65.2 76.9 77.0 83.4 90.2 92.8 96.4 

18-20 w/o Game 63.6           
21-30 w/o Game 65.2  .5896         
31-40 w/o Game 76.9  .0003 .0001        

41-50 w/Game 77.0  .0008 .0005 .9807       
41-50 w/o Game 83.4  .0001 4.17E-05 .1808 .2111      

21-30 w/Game 90.2  3.61E-19 5.39E-34 2.99E-06 .0001 .1177    
18-20 w/Game 92.8  7.27E-13 1.53E-15 .0001 .0002 .0671 .4180   
31-40 w/Game 96.4  1.79E-18 2.22E-24 7.22E-08 1.02E-06 .0076 .0265 .3631  

p-value for experiment pairwise error rate: α = 0.05 
 
From the Tukey’s Post Hoc, the following pairs are significantly different:  
 
• 31-40 w/o Game – 18-20 w/o Game 
• 31-40 w/o Game – 21-30 w/o Game 

• 18-20 w/Game – 18-20 w/o Game 
• 18-20 w/Game – 21-40 w/o Game 
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• 41-50 w/Game – 18-20 w/o Game 
• 41-50 w/Game – 31-40 w/o Game 
• 41-50 w/o Game – 18-20 w/o Game 
• 41-50 w/o Game – 31-40 w/o Game 
• 21-30 w/o Game – 18-20 w/o Game 
• 21-30 w/o Game – 21-30 w/o Game 
• 21-30 w/o Game – 31-40 w/o Game 
• 21-30 w/o Game – 41-50 w/o Game 

• 18-20 w/Game – 31-40 w/o Game 
• 18-20 w/Game – 41-50 w/o Game 
• 31-40 w/Game – 18-20 w/o Game 
• 31-40 w/Game – 21-30 w/o Game 
• 31-40 w/Game – 31-40 w/o Game 
• 31-40 w/Game – 41-50 w/Game 
• 31-40 w/Game – 41-50 w/o Game 
• 31-40 w/Game – 21-30 w/Game 

 

Summary 

This chapter concentrated on the actual analysis of the data collected.  Using 

ANOVA, chi-squared, and t tests, all the research questions can now be answered. 

Highlights of this chapter include the findings of no significant differences in instructor 

grading between those instructors teaching without using the game. Additionally, there 

were no significant differences in instructor grading between those instructors teaching 

with using the game. Research Question 1 that those classes using the game had 

significantly higher means than those classes that did not use the game. Research 

Question 2 found no significant differences between male or female scores regardless of 

game play while both genders scored significantly higher with game play than without 

game play.  Research Question 3 found there were some significant differences between 

and among ethnic groups who did and did not play the game.  Lastly, Research Question 

4 found there were some significant differences between and among age groups who did 

and did not play the game.   

Next, chapter 5 concludes the study and brings it into context. Topics addressed 

include a report and interpretation of the findings, implications for social change, 

recommendations for action and further study. It answers the four research questions 

within the context of the research and brings the study to a close. 
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CHAPTER 5:  
CONCLUSIONS, IMPLICATIONS, AND RECOMMENDATIONS 

 

Introduction 

This study started with the acknowledgement that the public and private sectors 

are faced with challenges in expanding technology-based solutions to make their 

personnel more efficient, effective, knowledgeable, and flexible.  Also acknowledged 

was the need for studies about game-based learning, which led to this study’s problem 

statement, to determine the relationship between the use of video games and learning. 

Topics addressed include a report and interpretation of the findings, implications for 

social change, recommendations for action and further study. Lastly, it answers the four 

research questions within the context of the research. This fulfills the purpose of this 

study by (a) validating current game-based learning literature, (b) demonstrating a 

positive relationship between game-based teaching and traditional teaching and (c) 

adding to the body of knowledge of game-based learning. 

 

Interpretation of Findings 

The overall purpose of this  study was to examine the effectiveness of the addition 

of the video game, Virtual U, as a supplement to the MGMT 303 Principles of 

Management class at ABC University in Arlington, VA. Following the analysis of the 

data conducted in chapter 4, the following findings are accepted: 

1. Question A: There was no significant difference between Instructor means 

who taught without the game.   
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2. Question B: There was no significant difference between Instructor means 

who taught with the game.  

 
3. Research Question 1: From the one tail t test in chapter 4, the average test 

score for students who did play Virtual U was significantly greater than the average test 

score for students who did not play Virtual U. Figure 8 shows the means of test scores 

with and without game play.  

 
Figure 8. With and without game averages 
 

4. Research Question 2: From the one way ANOVA and Tukey test in chapter 4, 

both genders scored significantly higher with game play than without game play. No 

significant differences between male or female scores regardless of game play. Figure 9 

show the means of gender test scores with and without game play.  
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Figure 9. Male and female, with and without game averages  

 

5. Research Question 3: From the one way ANOVA and Tukey test in chapter 4, 

White students with game scored significantly higher than White, Black, or Hispanic 

students without game. 

6. Research Question 3: From the one way ANOVA and Tukey test in chapter 4, 

Black students with game scored significantly higher than Black, White, or Hispanic 

students without game. 

7. Research Question 3: From the one way ANOVA and Tukey test in chapter 4, 

Hispanic students with game scored significantly higher than Black, White, or Hispanic 

students without game. 
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8. Research Question 3: From the one way ANOVA and Tukey test in chapter 4, 

Asian students with game scored significantly higher than Black, White, or Hispanic 

students without game. Figure 10 show the means of ethnic test scores with and without 

game play. 

 
Figure 10. Ethnic Groups, with and without game averages 
 

9. Research Question 4: From the one way ANOVA and Tukey test in chapter 4, 

18 – 20 year old students with game scored significantly higher than 18 – 20, 21 – 30, 31 

– 40, and 41 – 50 year old students without game. 

10. Research Question 4: From the one way ANOVA and Tukey test in chapter 4, 

21 – 30 year old students with game scored significantly higher than 18 – 20, 21 – 30, 31 

– 40, and 41 – 50 year old students without game. 

11. Research Question 4: From the one way ANOVA and Tukey test in chapter 4, 

31 – 40 year old students with game scored significantly higher than 18 – 20, 21 – 30, 31 

– 40, and 41 – 50 year old students without game. 
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12. Research Question 4: From the one way ANOVA and Tukey test in chapter 4, 

41 – 50 year old students with game scored significantly higher than 18 – 20, 21 – 30 

year old students without game. 

13. Research Question 4: From the one way ANOVA and Tukey test in chapter 4, 

31 – 40 year old students without game scored significantly higher than 18 – 20, 21 – 30 

year old students without game. 

14. Research Question 4: From the one way ANOVA and Tukey test in chapter 4, 

41 – 50 year old students without game scored significantly higher than 18 – 20, 21 – 30 

year old students without game. Figure 11 show the means of age group test scores with 

and without game play. 

Figure 11. Age groups, with and without game averages. 

 

Although not a finding, of particular note within the Age groups is the 41-50 

without game students scored significantly higher than the 18-20 without game students. 

Also, although the 41-50 with game students was not significantly lower than the 41-50 

without game students, it was, however lower. This anecdotal evidence reinforces the 
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perception that older age groups learns better through parochial “tell-test” methods they 

grew up with than through technology-enhanced environments. 

 
Implications for Social Change 

This research documents dramatic results with an addition of only 4 to 8 hours of 

game playing time. As many instructors participated in this research, the game is already 

locally available, it is a change that could be implemented quickly. The University has 

the capacity to implement the change. The video game is free, open source, and available 

immediately. Since most students have computers in their homes, and computer labs are 

available to those who do not, this is an innovative way to help students “want” to do 

homework. 

The fact the game is free and partial implementation as part of this research study 

also serve as pushing factors. General support from the administration and a number of 

key personnel for incorporation of video game-based learning across the business 

curriculum at ABC University is another pushing factor, as is reported student enjoyment 

of the game activity. 

Resisting factors include an unwillingness of faculty to surrender precious 

classroom time to game playing, a lack of support by a limited number of faculty on 

video games as an appropriate college instructional method, and potential dissatisfaction 

from students regarding use of a video game during class times. Based on this research, a 

suggestion has been made to make Virtual U a regular part of the MGMT 303 curriculum 

at ABC University. Additionally, the game is now installed on every computer station on 

campus. However, due to change considerations presented above, it is proposed to be a 
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supplement students will play on their own time as part of recommended study, rather 

than devoting classroom time to the game. This greatly reduced resistance within the 

organization. It gives students the option to play the game at home, or use the game at 

one of the University’s computer labs. This also frees faculty from any substantial 

changes to their course preparation.  

On a national level, the findings of this study could lead to a wider adoption of 

game-based learning. As more studies like this emerge concerning game and simulation 

based learning, students will learn more effectively. Such games may assist students in 

applying, practicing, and ultimately developing greater understanding. Obviously, such a 

dramatic increase in student understanding of learning materials could lead to the 

recommendation that simulation and games be included as supplementation learning and 

teaching tools in most areas curriculum. Publishers and educators could consider the 

creation of such simulations as a needed component of textbook and curriculum 

development, with more publishers providing game simulations as accompaniments to 

college course texts.  

 
Management Theory 

This research adds to the body of management theory by presenting findings 

showing that game-based learning increases learning over traditional classroom-based 

learning. Game-based learning fosters many management skill-sets including 

understanding and working toward organizational goals and decision making. Game-

based learning enables more, or faster learning. This research provides another way for 



130 

 

organizations to gain competitive advantage because “he who learns fastest, wins” (Ring, 

2002, p. 26). 

 
Management Research 

This study adds to management research because it fills the need articulated by 

Dr. Jan Canon-Bowers: “We are charging head-long into game-based learning without 

know if it works or not. We need studies.” (2006). This study is used to show game-based 

learning can work to increase learning. In order to develop the management theory and 

practices for game-based learning, more research needs to be done beyond this study. 

This research provides the first quantifiable study of game-based learning and associated 

results. 

 

Management Practice 

This study is used to show that by using games, management students gets to 

practice their management decision making skills in a safe environment. Much of game-

based learning and simulation-based learning is about making decisions. The decisions 

sometimes made slowly, sometimes quickly, sometimes very quickly. The advantage to 

games and simulations is the player gets to view and analyze the consequences of 

decisions without actual risk to people, resources, capital, or reputation. Practiced 

routinely, game-based learning can, as this study is used to show, increase learning which 

leads to increased competitive advantage. 
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Recommendations for Action 

As the father of action research, Kurt Lewin, said, "No research without action, no 

action without research" (Romero, 2003). This study showed that classes using the game 

scored significantly higher means than classes that did not. As a result of this study, the 

following recommendations are offered as a way to translate this research into positive 

social change. 

1. Present this study to the President and Dean of Academic Affairs at ABC 

University. Besides a full copy of the dissertation for each, an executive level briefing 

should be developed to bring to their attention the potential, within their campus, of 

teaching with games and/or simulations. 

2. Submit an article detailing the study to the ABC University national internal 

newsletter to help raise awareness outside the local campus but inside the university as a 

whole. 

3. Submit an article for publication to the International Journal of Applied 

Management and Technology (IJAMT). 

4. Submit an article for publication to the Institute for Operations Research and 

Management Science (INFORMS) Transactions on Education. 

5. Submit conference papers/presentations to the Interservice/Industry Training, 

Simulation and Education Conference (I/ITSEC), TechLearn Conference, the Masie 

Center TechLearn Trends, Learning 2006 Conference, Training 2007 Conference and 

Expo, Serious Games Summit 2007, and others. 

6. Send out information and offer of free copies to the Serious Games 

community of practice via list serve. 



132 

 

7. Send out information and offer of free copies to the Department of Defense 

Game Developers community of practice via list serve. 

8. Brief the DoD Game Laboratory staff at the Advanced Distributed Learning 

(ADL) Co-Lab. 

9. Brief the Defense Modeling and Simulation Office (DMSO). 

 
Recommendations for Further Study 

As this study is one of the first of its kind, there is plenty of research work left 

concerning game-based learning. As previously noted, Dr. Jan Cannon-Bowers (2006) 

recently challenged the efficacy of game-based learning: “I challenge anyone to show me 

a literature review of empirical studies about game-based learning. There are none … We 

need studies.” Consequently, this study presents several areas for additional research. 

1. Several studies of other participants using other games. 

2. A study of the commercial-off-the shelf games that could easily be adapted to 

teaching. There are literally hundreds of games on the market that support business, 

management, economics, mathematics, the sciences, the social sciences, history, and 

more.  Some of these games are relatively inexpensive at $5.00 to $10.00 while many 

textbooks cost ten or more times that. The more studies produced the more will be known 

about game-based learning. 

3. A study into why there is a positive relationship between learning and video 

games. This was a quantitative study, and there needs to be more. However, such studies 

do answer the more open-ended questions of how or why game-based learning works. 
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4. A study into the costs of using cots video games versus custom content video 

games. The game used in this study was free. Additionally, it was only used as a 

supplement to the usual curriculum. As previously mentioned, such commercial off the 

shelf games can be inexpensive. However, there are some games specifically designed to 

substitute traditional textbook-based curricula entirely. Tabula Digita’s (2006) newly 

released Dimenxian: Learn Math or Die Trying is designed to be a stand alone 

introduction to algebra that meets state learning standards. Such specific games are 

expensive. Therefore, studies need to be done to determine which participants, and levels 

of participants, might best be supported by commercial off the shelf games versus very 

specific content games. 

5. A study into the presentation of different learning styles in learning video 

games. Knowledge Adventure’s Jumpstart Learning System (2006) tests children from 

preschool through fourth grade for their learning style. The game then presents its 

learning content to that child in that style for improved learning. Games designed for 

adults do not yet determines learning styles for content presentation. 

6. A study into what is and is not acceptable video game character behaviors by 

targeted age group. The Entertainment Software Ratings Board (ESRB) now rates all 

entertainment software, providing both age ratings and content descriptions. Such a rating 

system could be used for school systems as well. However, some school systems may 

wish to devise their own rating system. 

7. A study into the parental acceptance of game-based learning. The difficulties 

of academia accepting game-based learning were previously discussed. There is little to 

no research into the acceptance of game-based learning by parents. 
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8. A study of business models (learning industry v gaming industry) and what 

will have to be done to bring them closer together. There are hundreds of e-learning 

companies, yet only a handful of game-based learning companies. While the words 

“game” and “simulation” are entering many e-learning companies’ lexicon, there are no 

companies yet that fully integrate the concept. 

9. A study on what impact using game-based learning will have on academic 

programs focusing on Instructional Systems Design (ISD) majors such as how curriculum 

will have to change. ISD curricula do not currently include game-based learning using 

video games. A meta analysis of ISD curricula  would be able to list and quantify which 

ISD curricula have to game or simulation instruction in them, which might have game 

show or puzzle type instruction in them, and which ones might be reception to including 

video game-based learning design in them. 

10.  A study to explore the relationship between attrition and video game-based 

learning. ABC University experienced 43 percent attrition in business majors (Giancola, 

2005). There are a variety of reasons for this high attrition rate, and low grades is one of 

the top reasons. It may be that introduction of interactive games may help to decrease 

attrition by increasing student interest and thus improving grades. 

 
Conclusion 

In the year 2006, $125,000,000 is being spent this year on game-based learning 

without knowing if it works or not. The problem addressed by this research, then, was to 

determine the relationship between the use of video games and learning. A causal-

comparative exploratory study was conducted to examine the difference in academic 
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achievement between students who use video games in learning and those who do not, 

differences based on gender, ethnicity, or age. Historical test scores from classes of 

students from a nationally known university in Arlington, VA who did and did not 

participate in game play were examined. A management video game was added to 

approximately half the students’ curriculum of 3rd year (junior) business students. 

Identical testing situations and test materials were provided to all students. Data collected 

included student test scores, class number, test score, gender, ethnicity, and age. Because 

of the type of data produced, and to test the effectiveness of the game supplement, means 

tests, ANOVA, chi-squared tests, and t tests were performed. 

The data analysis found classes using the game had significantly higher means 

than those classes that did not use the game. There were no significant differences 

between male or female scores, regardless of game play, while both genders scored 

significantly higher with game play than without. There were no significant differences 

between ethnic, while all ethnic groups scored significantly higher with game play. 

Lastly, students age 40 year and under scored significantly higher with game play, those 

students 41 and older did not. 

The implications for social change are enormous. Such games may assist students 

in applying, practicing, and ultimately developing greater understanding. Such a dramatic 

increase in student understanding of learning materials could lead to the recommendation 

that simulation and games are included as teaching tools in most curriculum areas. If 

game-based learning should prove to increase learning, America’s education decline, 

might not only be stopped, but also reversed. 
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Domain, by B. S. Bloom, 1956, New York: David McKay.  Copyright Pearson 
Education. Used with permission. 

 

 



153 

 

 

Note. Table 4 is from A Taxonomy for Learning, Teaching, and Assessing, by L. W. 
Anderson, D. R. Krathwohl, & B. S. Bloom, 2001, New York: Longman. Copyright 
Pearson Education. Used with permission. 



154 

 

 

Note. Table 5 is from A Taxonomy for Learning, Teaching, and Assessing, by L. W. 
Anderson, D. R. Krathwohl, & B. S. Bloom, 2001, New York: Longman. Copyright 
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Allen Hamilton. Used with permission. 
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McGraw-Hill. Copyright McGraw-Hill. Used with permission. 



158 

 

 

Note. Figure 4 is from ESA’s 2005 essential facts about the computer and video game 
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Note. Figure 5 is from Virtual U. Virtual U Project. (2003). Portland, ME. No copyright. 
Used with permission. 

 

Note. Figure 6 is from Virtual U. Virtual U Project. (2003). Portland, ME. No copyright. 
Used with permission. 
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